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The increasing popularity of mobile and web apps has prompted an increase in the collection and storage of personally identifiable information of app users, causing users to be at continually greater privacy risk if that information is misused or mishandled. In order to reduce such risk, software must be in compliance with privacy policies, which detail how privacy information is collected, stored, and maintained. The current state-of-the-art in determining privacy compliance is through static analysis techniques such as model checking or pattern-based detection, but these techniques lack both automation and generalizability, suffering from limitations such as: the state explosion problem, conservatism, and the manual definition of models, specifications, or patterns. Deep learning models and approaches have been shown to help solve similar limitations in other problem domains, and may be adaptable to privacy policy and software analysis. Being written in natural language, privacy policies can be immediately applied to deep learning natural language processing. Further, it has been asserted that code can be treated and processed like a natural language as it exhibits behaviours and properties analogous to natural language. However there are many obstacles in the application of deep learning to code, such as: the complex syntactic structures of code, the constant definition of new code elements, and increased severity of the data sparsity problem. This work proposes a novel semantic learning approach that can help overcome such obstacles by taking advantage of the equivalence relationship between code elements and their declarations and definitions. The approach is implemented by creating a plugin to perform textual pre-processing and preparation unique to code and constructing deep learning models for
producing code element vector representations for processing code elements in deep learning tasks. The models are shown to produce quality vector representations for code elements and are applied to a deep learning task to predict access of privacy information by software.
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CHAPTER 1: INTRODUCTION

A recent surge in concern over the management of user privacy data by mobile and web apps has been seen in recent years. As app owners continue to increase their collection and storage of more users’ personally identifiable information, we have seen more cases of information mismanagement, exposing app user to extreme privacy risk. There have been a number of recent changes and updates to privacy laws [2, 18, 59] to help protect users and mitigate such privacy risk. Further, app owners are now required to keep a privacy policy to detail what privacy information their app collects, stores, and maintains, allowing users to understand the privacy risks each app contains. By using static analysis techniques, privacy compliance between software code and such laws and policies can be verified, identifying privacy violations and minimizing privacy risk. However, it can difficult to automate and generalize static analysis techniques, making the ability to ensure software compliance over most apps impractical.

Some of the most common static analysis techniques use pattern detection and model checking. These techniques search through code and use code patterns (i.e., a recognizable sequence of code elements that correspond to a previously defined standard or example) and model specifications (i.e., a formal logical formula that describes a desired or unwanted behavior of a system) to perform its analysis. If a code snippet or state path within the system matches one of those patterns or violates one of the specifications, the occurrence is recorded and reported. Developers are then able to check the indicated code or states that are found there. This easily allows for the definition of new patterns and specifications in static analysis, as a pattern or specification simply needs to be designed and implemented for it.

While such tools are the state-of-the-art and are widely used, there are a number of limitations that have been identified for static analysis techniques: static analysis tools require patterns, models, and specifications to be manually designed and implemented by developers to perform analysis tasks; static analysis is often conservative, since there often exists no dataset to perform proper testing it is then difficult or impossible to determine false negatives in its results, meaning it
is usually better to have a high false positive rate (the results of which can be easily checked) than have any false negatives (as they are unable to be checked without examining the entire software system outside of the given results); scalability is an issue specific to model checking as it must check every possible state along all possible call paths (or traces), which leads to the state explosion problem. Overall, there is a need for greater generalizability and automation of manual tasks in static analysis.

A solution to many of these limitations may lie in the application of deep learning. Deep learning does not need patterns or specifications to be provided to it, as it learns features and patterns relevant to its learning task on its own. Since it learns directly from code examples, it should be naturally less conservative. It also does not exhibit the state explosion problem as it simply analyzes words directly, similar to pattern detection. Those deep learning techniques most relevant to privacy compliance verification are those related to natural language processing (NLP).

Deep learning on natural language works by creating a vector representation for every word in a vocabulary to represent a language model. The current language model used to represent natural language text is a statistical model based on the probability of occurrence. This same approach has been applied to code as well. However, such a language model does not represent code elements as well as normal natural language. Complex syntactic structures make the probability of occurrence of a code element more random than that of natural language. It is also more likely that new code elements are encountered after training due to the constant definitions of new method and variables, which cannot be handled since a large amount of occurrences are needed during training to learn proper probability representations. Further, it is more intensely subject to the data sparsity problem since many code elements defined in a system do not occur often enough to learn quality representations and there is often no way to acquire more occurrences such as in natural language (where simply incorporating more documents into training usually leads to more word occurrences).

In this work, a new semantic learning approach is proposed to better represent code elements to improve the automation and generalizability of privacy compliance with deep learning. This will
be done by utilizing the equivalence relation between a code element and its definition. Further, a novel deep learning architecture is described which will allow for the processing of code elements that have never been encountered before and will greatly mitigate the data sparsity problem. Finally, novel variations on how to embed code for deep learning and perform privacy compliance learning task predictions are described.

Problem

There are many static analysis tools and techniques that are used in the development and quality enforcement of software. These tools have been successful and helpful in identifying problems early in production, helping ensure security and privacy risks are minimized and saving stakeholders time and money. However, static analysis has some major limitations, such as: the need to manually define patterns or specifications to perform detection and enforcement tasks, the inability to handle new or undefined patterns or specifications, the state explosion problem, and that its conservatism often leads to results with high false positive rates. By applying deep learning techniques and methodologies to code, some of these limitations may be mitigated. However, a new learning model and more sophisticated encoding and modeling techniques will likely be needed to apply deep learning effectively. These contributions will allow static analysis to be more generalizable and traditionally manual tasks to be automated.

Thesis

Deep learning techniques can be effectively applied to static code analysis by introducing a new semantic learning approach that will be able to overcome the limitations of traditional static analysis and current deep learning techniques by utilizing the equivalence relation between code elements and their declarations and definitions.
1.1 State of the Art

1.1.1 Finding A Language Model For Deep Learning On Code

The following works helped lay the foundation of research into the subject of deep learning on code by showing that a language model can be used to represent code elements as real-valued vectors that are usable and learnable by deep learning models.

Gabel et al. [23] is one of the earliest contributions to considering using deep learning for code analysis. The paper explores the level of uniqueness of source code across software files and projects. That is, how lexically or syntactically similar or redundant source code is. The study performs many versions of clone detection at different granularities (i.e., different code element lengths). It shows that at lower level granularity, code is not unique and code redundancy can reach 100% redundancy even at granularity of code element length 6; but at granularity of length 20 the uniqueness has risen greatly and redundancy is about 60% or below. This was one of the first steps in theorizing that because code is generally not unique, much of it exhibits similar patterns and behaviors both within-project and cross-project. Therefore, those patterns may be learnable (instead of being manually defined) for code analysis purposes.

Hindle et al. [32] is considered, by most, to be the seminal paper for research into utilizing deep learning on code and was inspired primarily by Gabel et al. [23]. The paper explores the idea of code having a “naturalness” similar to natural language. It builds a basic statistical language model for both English and code corpora. Then cross-entropy and perplexity measures are used to define the “naturalness” (or “unsuprisedness”) of the model. The models show that code appears to closely exhibit the same behaviors and trends as natural language, and even suggests code may be more “natural” than natural language. It concludes that because code is natural, the same deep learning techniques used to analyze and process natural language should be adaptable to use in analyzing and processing code. That is, a learning model should be able to represent code just as well as (or possible better than) natural language.
Deep Learning Models Utilizing N-Gram Approaches For Code Analysis

These works learned vector representations using the same (or very similar) techniques and models as normal natural language. The immediately surrounding code elements of a target code element were used as context for word prediction to determine its vector representations.

Hellendoorn et al. [30] examined the feasibility of using deep learning on source code. They compare deep learning models with statistical models and mixed models (i.e., a combination of statistical and deep learning models) over performance on source code word prediction. Their work implied that deep learning has no major advantage over statistical models but mixed models improved accuracy to outperform other model types. They identify a number of issues that deep learning has with source code and address some of the limitations. The highest accuracy achieved by the code prediction experiments was 86.2% by the mixed models. However, the learning used basic n-gram which only uses the surrounding code elements to determine vector representations and perform the code prediction. This ignores the structure of code which could have been utilized by the learning algorithm to give better results.

White et al. [79] learns a software language model using an RNN. They discuss motivations for using deep learning and explain the construction of their RNN model. The RNN is compared to a “state-of-the-practice” n-gram algorithm and shows the RNN outperforms it in perplexity and in a code suggestion experiment. The highest accuracy achieved during code suggestion was 92% for top-10 suggestions and 88.4% for top-5. While this approach shows potential, it would be interesting to see it perform on tasks other than code suggestion or prediction.

Huo et al. [37] utilized bug reports to perform bug detection at the source file level. That is, given a bug report and a source file, does the file contain the bug described by the bug report? This is done by first encoding each word and code element using one-hot encoding. Then, utilizing a convolutional neural network (CNN), natural language representations are learned for a bug report and source code file. The representations are then integrated using a fully connected layer. A comparison between the natural language and programming language CNN (NP-CNN) model and six other models showed NP-CNN outperformed all of them in mean average precision at 55.7%.
Dam et al. [19] performs vulnerability detection at the file-level. That is, if a source file contains at least one vulnerability, it is reported as “vulnerable” (and otherwise “clean”). This is determined using a combination of vectors at the “local” and “global” level. The local level is determined by using a type of RNN, long-short term memory (LSTM), to encode each individual method contained in the source file into a single vector representation followed by a statistical pooling of all the encoded methods. The global level uses all instances of code elements throughout the corpus to create vector representations. For each source file, the vector space is then grouped into $k$ regions (using k-means clustering) and then a code element frequency count is performed by counting which region each individual code element in the source file falls into. This creates a global vector (each element/dimension representing a region with the frequency counts for each region). These two local and global vector representations are input to a classifier to determine vulnerable or clean. The model achieves 89% accuracy in determining if a give source file is vulnerable or clean. This model is only performed at the file-level, which is not desirable in many cases. Seeing how this kind of model could be adapted to the method (or statement) level and how well it performs would be more applicable to most problems.

1.1.3 Deep Learning Models Utilizing Abstract Syntax Trees For Code Analysis

These works learn vector representations using the Abstract Syntax Tree (AST) of the source code instead of the source code directly. This allows for some advantages, such as: being able to ignore syntactic symbols (e.g., open and close braces, semicolons, etc.), being able to identify different code blocks and structures more easily, etc.

Peng et al. [60] describes building vector representations for program code. These vectors can be used as input to a deep learning model in order to assist the model in its learning and analysis. They build such vectors using a “coding criterion” model on nodes in an AST representation of the program code. The coding criterion dictates that a non-leaf node in the AST is a function of the sum of all its children nodes, weighted by the depth of the child from the parent (i.e, the further away from the parent in the AST, the less weight it receives). The identifiers are not used (e.g., names,
To test their vector representations, they performed a classification task on code using the vector representations in a CNN. Programs were labeled with an ID and the CNN was tasked with learning which programs were assigned to which IDs. The CNN performed at 95.33% accuracy. While the results show promise, there were only 4 programs part of this experiment. While it is interesting that the model was able to learn code and relate it to an ID, it is unclear how this might perform in other larger and more complex learning tasks, as mapping a piece of code to a randomly assigned ID does not represent normal code analysis tasks.

White et al. [78] performs clone detection using deep learning. They model the lexical code features and structural code features separately using Recurrent NN and Recursive NN, respectively. The lexical features of the code are processed in order (i.e., predict the next token) to define a learned vocabulary. The structural features of the code are processed using an AST which is converted to a binary tree and then annotated with the learned language model. They performed clone detection on 8 GitHub Java projects, 6 of which had a precision above 90% and the remaining 2 had precision scores just below 60%. While some results show promise, the lack of other metrics being reported make it difficult to fully understand the effectiveness of the model.

Alon et al. [5] performs function naming using paths (i.e., code traces) of the function declaration and body. They encode each path as a vector representation which is then learned over all given method. While this showed good results for most function naming, since paths through the code are being used for learning, the approach is subject to the state explosion problem.

Tai et al. [70] describes a tree LSTM neural network. The LSTM nodes are able to take in multiple child node inputs and has multiple forget gates.

1.2 Challenges and Limitations

1.2.1 Static Analysis

There are a number of limitations of static analysis techniques that can negatively impact the performance of static analysis tools and approaches.
Static analysis is rarely generalizable and is often highly prone to software decay. It uses patterns or specifications to represent and detect aspects of software code. It requires that these patterns or specifications be manually defined and updated for static analysis to perform those tasks. However, it is usually difficult to maintain such quality and robustness for patterns and specifications for static analysis to be effective long-term. For example, for software bugs, each individual type of bug must have a separate pattern or specification defined for it. To put in perspective the number of these definitions needed, currently the Common Weakness Enumeration (CWE) [54] (one of the largest repositories of known software bugs) has recorded 808 different types of bugs found and reported in software code. Further, each of the 808 different types of bugs can emerge in software in different variations, with each variation requiring a separate pattern or specification to be manually defined for it. Most bugs can also appear in multiple different programming languages, however most patterns or specifications are not able to be applied across different programming languages without being redefined or refactored. This ultimately leads to thousands of different patterns or specifications needed to cover all possible bug occurrences. Further, new types of bugs and different versions of known bugs are discovered and reported often, usually requiring patterns, specifications, and techniques to be manually updated and refined. This is all further exasperated by the continued modification and addition of new features of programming languages. In most static analysis cases it is infeasible for researchers or developers to define and maintain all current and future patterns or specifications.

It can be difficult to find proper datasets for static analysis problems. Static analysis is often in need of large datasets for benchmark and tool analysis purposes. In the current literature, some datasets exist, but most are small or only have very generalized labels (e.g., for bug detection, only labeled as “buggy” or “clean” instead of labeling the specific type of bug). The lack of large, well labeled datasets makes it difficult to determine the quality of static analysis tools and algorithms. The current practice is to either use one of the existing datasets (which can be too small or not well labeled to determine an accurate measure of quality) or to simply run the tool or algorithm on some selected projects or systems and then manually check the results (in which case false negatives and
true negatives are either very difficult or not possible to determine).

Static analysis is usually very conservative. A by-product of a lack of good datasets is that it can be difficult to determine the true and false negatives of the results of static analysis tools. Therefore, it is a general practice to define patterns or specifications as generally (and with as many variations) as possible. This conservatism usually leads to detecting many false positives since it is usually better to have a high false positive rate (and be able to easily determine which code segments are false positives) than any false negatives (since they will be missed as they cannot be detected without manually, rigorously exploring all code in the project or system).

Finally, static analysis is not always scalable. Some static analysis techniques and tools require an exploration of all possible paths or states in a program or project. Such an exploration is subject to the state explosion problem which makes such exploration infeasible for a program or project of even average size.

1.2.2 Deep Learning on Natural Language

Deep Learning on software code is approached as a natural language problem. This is somewhat intuitive, as software code is primarily composed of text. The code elements represented by this text cannot be directly processed by deep learning algorithms (as calculations must be done on numeric data). Therefore, these code elements are often represented as real-valued vectors using similar techniques as deep learning on natural language. While this allows code to be processed by deep learning algorithms, it also implies that the traditional problems and limitations of deep learning on natural language are inherited.

Deep learning on natural language must have a large dataset to learn over. In practice, this is simply a very large corpus (usually many thousands of documents as least) of preprocessed text. This large amount of data is needed to learn vector representations that represent the language model. When performing deep learning on code, a similarly large code base will be needed to properly learn a language model.

Deep learning on natural language is often plagued by the data sparsity problem. That is, if
a word is encountered that is not commonly used in the domain of the provided corpus, then it is difficult to learn a quality vector representation for the word since there will not be enough instances of the word for the model to train over. Similarly, if there are rarely used code elements in a provided code base, then proper vector representations for the code elements will be difficult to learn.

Finally, after learning a vocabulary of vector representations, if a new word is encountered during subsequent learning or processing tasks, the word cannot be processed since no embedding exists for it. It must either be skipped, be replaced with a generic unknown vector representation, or have a vector constructed for it (usually derived from the word’s ”sub words”. In the same way, if during software privacy analysis a code element is encountered that is not in the list of learned vector representations, it cannot be processed by the deep learning model.

1.2.3 Deep Learning on Code

While deep learning on software code has inherited the problems and limitations of natural language, code also has its own unique properties that provide additional challenges.

The syntactic structures of code are far more complex than normal natural language. For example, natural language does not have recurrence (or “loop”) or decision (or “if”) statements, method and mathematical expressions are rarely used in everyday speech, new words are not being constantly defined and immediately implemented, etc. These new syntactic elements need to be addressed during analysis as they may need more complex processing than the training algorithms used for normal natural language.

When analyzing a new system, there are usually many new method and variables defined in it. That is, a new program or project will be made up primarily of new (or redefined) methods and variables. The only way for these new method and variables to be included in the already defined vocabulary of vector representations, is to analyze and re-learn the vocabulary with the new code elements before performing the actual learning task. However, this will change the current vector representations in the vocabulary, which in turn will be used in a learning model.
with weights and nodes that were learned against the old version of the vocabulary. This will likely lead to much poorer results than performance during training. The alternative approach would be to either disclude all new method and variables, or replace them with a generic unknown vector representation. However, removing or using a generic replacement vector representation for so many code elements will very likely have a significant negative impact on a deep learning model’s ability to produce correct predictions. So it is necessary that these new methods and variables be handled in some other way.

Finally, the data sparsity problem is far greater in code than in normal natural language. Though not true for all method and variables, but in many cases in code, when a new method or variable is defined it may be used a very few times in other parts of the project or system. However, as described above, to find proper vector representations for such methods and variables, many usage occurrences must be collected. Since this is often the case for many methods and variables, it will be very difficult to find proper vector representations for those code elements. Further, for many code elements, we are unable to identify more occurrences outside of a given project or system. That is, if a new code element is declared or defined in a project or system, then that code element only exists in that project or system (unless the system is used as a library in other projects or systems). If there are not enough occurrences to learn a quality vector representation, then there is no way to obtain more occurrences. This is different from normal natural language where all words in a language exists (i.e., can be used) in all documents.

1.3 Approach

To overcome many of the limitations of static analysis and address many of the challenges of deep learning and natural language processing, a novel approach toward constructing vector representations of code elements is described and implemented. This approach takes advantage of the equivalence relationship between a code element name and its declaration or definition. The code element’s vector representation is constructed from its declaration or definition, which significantly reduces the data sparsity problem (as only a single declaration or definition is necessary to produce
a vector representation) and allows for the processing of new code elements not encountered before (as a vector representation can be constructed for it on-the-fly if a declaration or definition exists for it).

In order to process and learn code element vector representations effectively, some code pre-processing is necessary. The most important issue handled by the pre-processing is the renaming of certain code elements. These code elements include: method names, method calls, field variables, local variables, class names, and reference types. During natural language processing, a vocabulary is built of known words that are linked to their respective vector representations. One of the requirements of the vocabulary is that all words (or code elements) entered into it be unique. This is because when assigning vector representations to words during a learning task, if the vocabulary contains multiples of the same word (each linked to a different vector representation) then there is no way of determining which vector representation to use during the learning task. However, due to scoping, inheritance, and reassignment rules of most programming languages, it is possible that many different code elements can share the same name. Therefore it is important to pre-process code element names to ensure that they are unique when they are entered into the vocabulary.

Once pre-processed, the code element vector representations will be constructed primarily using recurrent neural network (RNN) models. The models predict a vector representation directly instead of performing a classification prediction learning task that is normal to state-of-the-art natural language processing techniques. By predicting the vector representation directly, this allows new vector representations for new code elements to be created and used on-the-fly instead of requiring all vector representations to be pre-trained in advance. This will allow for greater versatility in analyzing new systems and programs.

1.4 Contributions

Novel Learning Approach for Code Element Vector Representations

A novel learning approach is presented, based on the equivalence relationship between code element names and their declarations or definitions. Implemented for the Java programming language,
learning models produces vector representations for classes, methods, and variables. The learning models help mitigate some of the existing limitations in deep learning on natural language: reduced data sparsity problem, the ability to process new words (or code elements), etc. Further, the model predicts vector representations directly, so is able to produce vector representations on-the-fly, reducing the need for a prepared pre-trained vocabulary.

**IntelliJ Plugin for Code pre-processation**

A plugin for the IntelliJ IDE was created to pre-process and extract code elements with their attached declarations and definitions. This is then to be used to learn a model to construct vector representations for code elements. The pre-processing includes fully qualifying the names of code elements to ensure easy identification in the vocabulary during training, code element tokenizing, and on-the-fly construction of vector representations.

**Improved Vector Representations of Code Elements**

The novel learning approach produces higher quality vector representations for code elements than other current learning model approaches. This is shown by exploring the clustering of vector representations in the code element vector space.

**Information-Type Stack Trace Classification with Deep Learning**

The novel learning approach is implemented to predict if a given stack trace accesses sensitive privacy data and what information type of data that is. The implementation shows significant improvement over a bag-of-words model implemented for the same problem.
CHAPTER 2: BACKGROUND

2.1 Deep Learning

A group of Machine Learning models and architectures based on Artificial Neural Networks (ANNs), Deep Learning attempts to learn how to model data and perform tasks inspired by how the human brain learns. It has shown to perform some tasks at, or exceeding, that of average human capabilities.

Deep Learning is performed through the construction and learning of a Neural Network. A Neural Network is a series of operations (usually visualized as a directed graph) between Artificial Neurons. Its goal is to predict the correct output of a given input. The Neural Network takes an input, transforms that input through its series of Artificial Neurons, predicts an output based on the transformation, and then updates the values of its Artificial Neurons based on how close its prediction was to the expected output (i.e., the ground truth).

2.1.1 Artificial Neuron

The Artificial Neuron (also known as nodes or units) are the basic building blocks of any neural network or model. The following subsections will describe the evolution of the Artificial Neuron into what is currently used in neural networks today.

McCulloch-Pitts Neuron

Considered by most the first Artificial Neuron, the M-P Neuron (also known as the MCP Neuron) was created by Warren McCulloch and Walter Pitts in 1943 [48]. The approach was based on the assumption that the human brain’s decision making process could be modeled by using boolean functions.

Each neuron receives a set of inputs $x$ which are either “excitatory” or “inhibitory” and can have the values 0 or 1 (false or true, respectively), contains a summing function $g$, a decision (or piecewise) function $f$ (also called the activation function) with a threshold value $\theta$, and produces...
an output $y$ which can have the value 0 or 1 ($false$ or $true$, respectively). The excitatory input values are summed by $g$, and $f$ sets the value of $y$ to 1 if the result of $g$ is equal to or greater than $\theta$ and 0 otherwise, as shown in Figure 2.1.

As shown in Figure 2.2, each input represents some boolean statement. If that boolean statement is $true$ then it has the value 1, and if it is $false$ it has the value 0. If an input is “inhibitory”, that input MUST be a specific value for the entire neuron to possibly evaluate to $true$ (i.e., if the value is not the specific value, then the neuron is automatically $false$, regardless of any other input values). If an input is “excitatory”, that input will help the neuron evaluate to $true$ through the summing function $g$.

For example, let us say we want a neuron to determine if we should bring an umbrella with us when we leave for work. Some possible inputs could be the umbrella is not broken, the chance of
rain is above 50%, and it’s very hot and sunny outside. In this case the chance of rain is above 50% and it’s very hot and sunny outside could be excitatory. That is, one may want an umbrella to protect oneself from rain or from intense sun. If one of them is false, it does not necessarily mean the entire neuron should evaluate to false; just because it is unlikely to rain doesn’t mean one won’t bring an umbrella if protection from intense sun is still wanted or needed. A $\theta$ of 1 would likely be chosen as the threshold. Meaning, one would bring an umbrella (the neuron should evaluate to true) if it is the case either (or both) the chance of rain is above 50% or it’s very hot and sunny outside. The input the umbrella is not broken could be inhibitory. That is, if the umbrella is broken then the entire neuron should simply evaluate to false regardless of the other inputs since you can’t use a broken umbrella and so it would be pointless to bring.

The real power of these neurons is to utilize them in sequences (or networks). For example, the neuron that decides whether or not to bring an umbrella may be part of a larger decision of whether or not to bring a bag. Such a network may decide that if one must bring a certain amount of items $\theta$ (umbrella, laptop, change of clothes, files, etc.) then a bag should be utilized to carry everything. In order to determine if a bag is needed, first one must determine how many items one is bringing. Whether or not each individual possible item will be brought to work is likely its own neuron with its own set of inputs to determine if the item is needed (similar to the umbrella). As can be seen, even for such a simple decision, a large network with many input may be needed to account for all possible scenarios and factors that go into making the decision.

A model based on this type of Artificial Neuron has some limitations:

- In this model all inputs are considered equivalent in importance, but in many models different inputs have different levels of importance and are usually modeled using weights (which this model cannot handle). As in the above example, items that are larger, bulkier, heavier, or easily damaged may warrant a bag regardless of the actual number of items one is bringing. If one is only bringing an umbrella and some files a bag may not be necessary, but if one is bringing a change of clothes and a laptop then a bag is very likely desirable.

- In many cases, we want to model input that cannot be represented by a simple boolean
statement. For example, if we want to perform decisions based off image processing, simple boolean statements may not be enough as we need to consider colors and shapes within the image.

- In this model, we must select and code in every single input. It is very likely (especially in large networks) that important scenarios and factors may not be considered when constructing the network and so many important inputs will not be included, which will bias the results.

- On a similar note, every threshold must be manually selected. In many cases it is not easy to determine what the optimal threshold is.

- Each individual M-P Neuron is also only able to handle linearly separable decisions. That is, the decision space must be able to be separated (or categorized) into two parts. This is evident in that the function $f$ only separates the space into two parts, 1 for anything at or above $\theta$ and 0 for everything else. For example, the XOR operation (given two choices, exactly one of them must be true to evaluate to true) is not linearly separable. That is, the neuron should evaluate to $\theta$ if either the function $g$ evaluates to below or above $\theta$ and 1 only if it evaluates to exactly $\theta$. One would need at least three definitions for $f$ to implement this.

**Perceptron**

The Perceptron was original proposed by Frank Rosenblatt in 1958 [64] and was then further analyzed and refined by Marvin Minsky and Seymour Papert in 1969 [?]. Using the M-P Neuron as a foundation, there are 3 main differences between it and the Perceptron.

The first difference is the addition of weights that are multiplied with the inputs before summing and comparing to the neuron’s threshold. This not only allows the input to be weighted, but also allows the inputs to be real numbers (instead of just 0 or 1, false or true). The second difference is a mechanism to learn what the “optimal” values for those weights are. The final difference is the idea of removing the threshold $\theta$ from the function $f$ and instead re-introducing it as a bias term.
Figure 2.3: Removal of $\theta$ to a bias term

Figure 2.4: Perceptron

in the input. This allows the threshold to also be learned like the weights and removes the need to manually encode them.

Figure 2.3 and Figure 2.4 are the equations and neuron, respectfully, that shows the addition of weights, as well as how $\theta$ is removed from the function $f$ and then added as bias to the set of input.

The way the weights and bias are learned is by using a simple algorithm, as shown in Figure 2.5, and data examples. The weights and inputs have been converted into corresponding vectors (e.g., the perceptron from Figure 2.4 would be converted to \( \text{vector}_x = [x_0, x_1, x_2, x_3] \) and \( \text{vector}_w = [w_0, w_1, w_2, w_3] \), and the notation $w.x$ is the dot product of $\text{vector}_w$ and $\text{vector}_x$. The algorithm starts by taking a set of examples labeled with what the neuron should output given an assignment of all the inputs (input $x_0$ is the bias and should always be 1). A $P$, or positive, example should output 1 and an $N$, or negative, example should output 0. Then, initialize all weights to random values. While the perceptron hasn’t converged (i.e., it’s unable to determine the correct output for
all given input examples), choose a random example (or simply cycle through all the examples). If the example should output 1 (i.e., is $P$), but it would output 0 (i.e., the dot product produces a value less than 0) then change the weights by adding $x$ to $w$ (i.e., vector addition). If the example should output 0 (i.e., is $N$), but would output 1 (i.e., the dot product produces a value greater than or equal to 0) then change the weights by subtracting $x$ from $w$ (i.e., vector subtraction). This essentially moves the values of the weights back and forth until they define a separation of the inputs in the input space (i.e., all possible valid input combinations) that will allow the perceptron to output the proper result every time. The algorithm has been proved to always converge.

It is worth noting that the learning algorithm is separate from the Perceptron (or any Artificial Neuron) itself. That is, a different learning algorithm can be defined without changing the model. As neural networks have evolved, superior learning algorithms have been introduced.

The Perceptron can still only handle linearly separable problems, just like the M-P Neuron. However, it has been shown that a Multi-Layer Perceptron (MLP) can solve non-linearly separable problems (e.g., the XOR function can be modeled using MLP).

This is a vast improvement over the M-P Neuron and solves the problems of weighted inputs, using real numbers for input, and automatically determining the optimal threshold (or bias); how-
ever, there is still a major issue that remains:

- The algorithm only converges based on the example inputs given to it. Given a new labeled example, the Perceptron is not guaranteed to give the correct output.

**Sigmoid Neuron**

What is now viewed as the “normal” Artificial Neuron, the Sigmoid Neuron is essentially the same model setup as the Perceptron, but the \( f \) function from the Perceptron and M-P Neuron has been modified. In the previous cases, \( f \) essentially defines a step function. That is, we have linearly separated the input space into two parts, defined by the weight vector of the inputs. When the calculation of the function \( g \) is below that line the output is 0, and when it is at or above the line the output is 1. This behavior is defined by Figure 2.6.

However, it is not usually desirable to have such a “hard” cutoff between two options. Further, in most real life scenarios, a decision being made is rarely 100% yes (or 1, or `true`) or 100% no (or 0, or `false`). For example, the choice to buy a car, the choice to see a movie, the choice of what restaurant to go to, the choice of whether or not to bring an umbrella when you go out, etc. are dependent on many factors that may sway one’s decision, but rarely do all factors and inputs into the decision align to give 100% confidence in the decision made. That is, while most decisions one makes are made with a sense of certainty, rarely are they made without at least a slight feeling of apprehension or consideration of other possibilities. Therefore, in most cases, it is desirable for a
neuron to have both a smoother transition between two options and more reasonable probabilities of confidence in the decision being made.

As mentioned earlier, the function $f$ is also called the activation function. In order to change the behavior of the neuron, all that is needed is to change $f$ to a different activation function. In this case, that function is the sigmoid function. Its behavior is shown in Figure 2.7.

As can be seen, this provides a smoother transition between 0 and 1, and provides a probability output instead of an absolute value of 0 or 1. It should be noted that the sigmoid function is not the only possible function that can be used as an activation function (though it is one of the most popular). Other activation functions include: hyperbolic tangent (TanH), rectified linear unit (ReLU), etc. Figure 2.8 shows a generalized Sigmoid Neuron, where $f$ can be any activation function.
Finally, with the introduction of the sigmoid function, learning the optimal weights and bias become much more difficult than in the original step function of the Perceptron. In many cases complete convergence (i.e., obtaining the correct answer for all given example inputs) is not possible. Therefore, other loss functions are used based on the type of learning task being performed, such as: Mean Squared Error, Gradient Descent, etc.

2.1.2 Feed-Forward Neural Network

The Feed-Forward Neural Network is one of (if not the most) basic type of neural network and set the foundation for what deep learning is today.

The network is based on three types of densely connected layers, with each layer containing a set of Artificial Neurons. These three layers are “Input”, “Hidden”, and “Output”. Figure 2.9 shows a basic representation of a Feed-Forward Neural Network.
Input Layer

The Input Layer is simply the input to the network. The input can represent any kind of real-valued data, such as: image/pixel values, population/demographic data, sales data, etc. The input is usually visualized by showing an input neuron (or input node) for each individual input value to the network. During programming and processing of the network, the input values are usually given in vector or matrix form. In Figure 2.9 the Input Layer shows an input vector with 3 values (which would normally be represented as $[x_0, x_1, x_2]$).

Hidden Layer

The Hidden Layer is a set of Artificial Neurons. Each neuron transforms given input and weight values to an output value through its defined summation function and activation function. In Figure 2.9 the Hidden Layer contains four Artificial Neurons. In most cases, each input neuron from the Input Layer is mapped to each Artificial Neuron in the Hidden Layer to be used for calculation. That is, each Artificial Neuron in the Hidden Layer has its own set of weights and bias (one weight for each input neuron in the Input Layer). In Figure 2.9 there is a total of 12 weights (3 for each Artificial Neuron because there are 3 input neurons), represented by the 12 connecting arrows between the Input Layer and the Hidden Layer. In practice, these weights are represented as a matrix and bias is represented as a vector, all initialized to random values. Matrix multiplication will be performed between the input vector and the weight matrix and the bias will be added (using vector addition) to the result. This matrix multiplication (and vector addition) performs the exact summation process in Figure 2.8 for every Artificial Neuron in the Hidden Layer. For example, in the above network the input vector is of shape 1 x 3 (1 row of 3 input neurons). As stated earlier, we have 4 Artificial Neurons, each of which use each input neuron for its summation calculation. Therefore, we need a matrix of shape 4 x 3 (1 row representing each Artificial Neuron, and 3 weights corresponding to the 3 input neurons). We also have a bias vector of shape 1 x 4 (1 row of 4 bias values, 1 bias value for each Artificial Neuron). In order to perform matrix multiplication, the weight matrix must be transposed to a 3 x 4 matrix. After performing the multiplication, a 1
x 4 vector is produced, which the bias vector is then added to. The resulting vector has the activation function $f$ applied to it to produce a final 1 x 4 vector, where each element in the vector corresponds to the output of 1 of the Artificial Neurons.

**Output Layer**

The Output Layer produces the final output of the network, using another set of Artificial Neurons. The output of the output neurons can represent different kinds of information, such as: probabilities of different categories, projected cost or earnings, etc. A final calculation, similar to the one that transformed the Input Layer through the Hidden Layer will be performed from the Hidden Layer through the Output Layer. In the network above, the previous output of the Hidden Layer is in a 1 x 4 vector, a 2 x 4 weight matrix will be defined with a 1 x 2 bias vector. The same summation calculation will be performed, producing a 1 x 2 vector. A final activation function will be calculated over this vector. The type of activation function used will depend on the type of data the output represents. For example, for output that represents different categories (for a classification learning task), a softmax activation function is normally used.

As a final note, the model described above only contains a single Hidden Layer. In order for the network to truly be considered “deep”, two or more Hidden Layers are needed in sequence. All calculations between Hidden Layers work the same as the calculations performed between the Input Layer and initial Hidden Layer. Subsequent Hidden Layers simply treat the output of the previous Hidden Layer as an Input Layer.

**2.1.3 Recurrent Neural Network**

Recurrent Neural Networks (RNNs) were implemented to handle sequences of data. This is done by using a “persistent memory” throughout the model’s calculations.
Recurrence

The model is called recurrent because it performs its calculations in loops (i.e., it recurres), as can be seen in Figure 2.10.

The different node types in RNNs are somewhat similar to the layers of Feed-Forward Neural Networks: “Input” ($x$), “Hidden” ($h$), and “Output” ($y$, or sometimes $o$). In RNNs, there is instead: “Input Sequence” ($x$), “RNN Cell” ($h$), and “Output” ($y$, or sometimes $o$). The input sequence is not constrained to being a sequence of single scalar values and can also be a sequence of vectors, matrices, etc.

Essentially, given a sequence of inputs, $X$, the sequence is broken apart into its individual pieces, called “timesteps” ($X = [x_0, x_1, x_2, ...]$). Each timestep is fed individually to $h$, the RNN cell, where the input is integrated into the persistent memory that $h$ holds by performing calculations between the current persistent memory state (i.e., the memory from the previous timestep) and the new input. Finally, an output is produced by $h$ at each timestep. Though, depending on the problem being solved, or data being learned, oftentimes only the final output of the sequence is used during loss calculations, learning, classification, etc.

In many cases, RNNs are visualized by “unrolling” the loop for easier understanding. In Fig-
Figure 2.11: Unrolled Recurrent Neural Network

Figure 2.12: Recurrent Neural Network Cell

ure 2.11 we can more easily see the timesteps of $X$ ($X = [x_1, x_2, x_3, ...]$). Further, each $h$ denotes the changing of the persistent memory state it stores. That is, the memory state of $h_1$ is different from the memory state of $h_0, h_2$, etc. Each output $y$ is also different at each step (being calculated from the specific state of $h$ at the corresponding timestep).

The Recurrent Neural Network Cell

The RNN Cell holds a vector (or matrix) of some length. This vector is the persistent memory that new input is integrated into and the output is calculated from, as shown in Figure 2.12.

As input, the cell takes $x_t$ (i.e., $x$ at timestep $t$) which has matrix multiplication performed on it by $W_x$. This weight matrix performs two purposes. The first is the normal purpose of weighting the different elements of the input. The second is to transform the input shape into the same shape
as the persistent memory for proper integration. We also see $h_{t-1}$, which is the previous state (or values) of the persistent memory of the RNN Cell. Matrix multiplication is performed between it and $W_h$. The resulting vectors (or matrices) of $x_tW_x$ and $h_{t-1}W_h$ are then added together through vector (or matrix) addition, as shown by the +. The result has an activation function performed on it (in Figure 2.12, it is the sigmoid, $\sigma$, function, but TanH, ReLU, or any other activation function may be used). This results in the new $h_t$ vector (or matrix) for the persistent memory of the RNN Cell for that timestep $t$. Then $h_t$ is used to produce the output for that timestep, $y_t$, by performing matrix multiplication between $h_t$ and $W_y$. Finally, the persistent memory, $h_t$, is kept to be used for the next timestep, where it will then be used as the new $h_{t-1}$. This will continue until all input in the sequence $X$ is used.

It is worth noting that in Figure 2.12 $h_{t-1}$ appears to be coming from outside the RNN Cell. This is because we are visualizing the cell in its “unrolled” version. However, this is simply for ease of visualizing the flow of the model. In actuality, $h_{t-1}$ and $h_t$ are the same vector (or matrix) representing the persistent memory of the RNN Cell (represented by the loop in the normal “rolled” RNN model). The only difference between the two is that $h_{t-1}$ is the state of the persistent memory at timestep $t-1$ and $h_t$ is the updated state of the persistent memory at timestep $t$. They only appear to be separate for ease of understanding. Similarly, the weight matrices ($W_x$, $W_h$, and $W_y$) are also the same matrices between the different timesteps. Again, in the unrolled version of the RNN model they only may appear to be different for ease of visualization and understanding, and can be seen as the same weights in the normal “rolled” RNN model. Further, the shapes of the weight matrices must transform their respective vectors (or matrices) to the proper shapes for calculations and output.

2.2 Word Embeddings

Deep Learning works well for numerical data or data that has a meaningful underlying numerical representations (e.g., pixels in an image). That is, in order to apply deep learning to a problem, a numerical representation of the data is required to perform the necessary calculations. Text,
however, has no meaningful numerical representation (i.e., though text is represented internally
as a numerical encoding in a computer, the numerical assignment is arbitrary and does not rep-
resent the semantic meaning of word). However, since a numerical representation is required to
apply deep learning to NLP, real-valued vector representations are constructed to represent words,
called “word embeddings”. Each of the elements in the word embedding represents some semantic
feature of the word it defines.

For example, the words *king*, *queen*, *man*, and *woman* may have the word embeddings:

- **king** = \[2, 0, 3\]
- **queen** = \[2, 2, 2\]
- **man** = \[0, 1, 4\]
- **woman** = \[0, 3, 3\]

These can be shown in the word embedding vector space, as seen in Figure 2.13.

To determine if we have high quality word embeddings, an exploration of the space will reveal
that words with similar semantic meaning (like *king* and *queen* or *man* and *woman*) will cluster
together in the vector space. That is, words of similar semantic meaning should have similar vector
representations (or word embeddings). We would also hope to see words differentiated by similar
ideas or concepts to be separated by roughly the same distance and in the same direction. For
example, in Figure 2.13 *king* and *queen* are separated by the same distance and direction as *man*
and *woman* because they are differentiated by the same concept of gender.

It should be noted that the examples of *king*, *queen*, *man*, and *woman* use a vector representa-
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**Figure 2.13: Word Embedding Vector Space**
tions are between 50 – 300.

To create these word embeddings, different deep learning models and techniques can be used to learn the embeddings using a large corpus of example text. These embeddings are then used for NLP analyses in deep learning models.

2.2.1 N-Gram

N-Gram is a technique used to train word embeddings. It is based on the assumption that the meaning of a word can be derived from its usage in its language. In order to learn a given “target word”, “context words” are identified that surround the target word in text examples. These context words and target word are used in a neural network for prediction to learn the embeddings.

For example, in Figure 2.14 an example (The quick brown fox jumps over the lazy dog) sentence from a corpus is shown. A word embedding needs to be constructed for each word in the corpus. To begin, every unique word is listed in a vocabulary, and each word in the vocabulary is mapped to a word embedding. To learn the word embeddings, the word embedding for each word in the vocabulary is initialized to random values. Then every word in the corpus is visited from beginning to end, as shown by the sliding blue window in Figure 2.14. Whichever word is in the blue window is the target word for that training instance. A window size is defined to gather context words that surround (before and after) the target word. For example, in Figure 2.14, the window size is 2.
Once the context for the target word are identified (for the target word *brown* the context would be \{*the, quick, fox, jumps*\} and for the target word *fox* the context would be \{*quick, brown, jumps, over*\}), these are used in a neural network for a learning prediction task.

There are two different approaches for the learning task. Using the target word to predict the context, or using the context words to predict the target. To predict a word, a classification prediction task is performed where each word in the vocabulary is a class. Then, based on the performance of the neural network, the weights of the neural network model as well as the word embeddings themselves are learned. This learning step modifies and trains the embeddings so that the embedding values represent the semantic meaning of each word based on the context it appears in.

### 2.2.2 Word2Vec

Though the N-Gram model has shown to produce quality embeddings, it is very inefficient. Since a vocabulary can easily contain thousands of words, the classification task that predicts over every word in the vocabulary is attempting to predict over thousands of classes. The softmax operation to predict over so many classes needs a large amount of time to calculate. Further, to obtain high accuracy over such a large classification task requires a large amount of training. The Word2Vec [50][51] model is used to overcome this inefficiency.
The basic approach is very similar to N-Gram. Given a target word, collect surrounding context words and use those in a neural network to perform a classification prediction task to train word embeddings. As can be seen in Figure 2.15, the identification of context words for a target word is the same. However, instead of all the context words being used in a single training task, the context words are broken up and individually paired with its target word. In Figure 2.15, for example, the target word fox is separated into four pairs, one for each of its identified context ((fox, quick), (fox, brown), (fox, jumps), and (fox, over)). These training pairs will be used in a neural network to classify if the pairs are related. That is, is the given pair a target with its context or not. Obviously, the current set of pairs are all positive target-context pairs (as we just identified them from the corpus). In order to have negative pairs (a target with a non-context word) random words are chosen from the vocabulary and paired with fox, called negative sampling. For example, some negative samples may be (fox, lazy), (fox, sun), (fox, the), and (fox, apple) (assuming sun and apple are also in the vocabulary). All the pairs (positive and negative) are then used in a neural network to predict between only 2 classes, positive or negative (i.e., target with context or target with non-context, respectively). The modification of the word embeddings is performed during training, just like in N-Gram. In this way, we are able to learn the word embeddings with a much more efficient approach.

2.3 Code as a Natural Language

How to analyze natural language has been studied and explored for many decades. Beginning with attempted analyses of language and grammar, moving to statistical models of “utterences” or “occurances”, and most recently applying machine learning to replace purely statistical models. Traditionally, static and dynamic analysis has been the state-of-the-art in code analysis and processing. Since code is an “artificial” language with a well-defined grammar and structure, the application of natural language processing to code may seem questionable. However, in the paper On the Naturalness of Software, Hindle et al. [32] argues that while code is an artificially constructed language, the behaviour of how developers use code (i.e., its regularity and predictability)
are near identical to that of natural language. This similarity makes code a suitable candidate for applying natural language processing for analysis.

2.3.1 On the Naturalness of Software

A basic property of natural language that current techniques of NLP take advantage of is that natural language may be potentially complex, but what is actually written and spoken is mostly regular and predictable. The work by Hindle et al. [32] argues that software is very much the same and so should be able to be modeled by NLP techniques just like natural language: *Programming languages, in theory, are complex, flexible and powerful, but the programs that real people actually write are mostly simple and rather repetitive, and thus they have usefully predictable statistical properties that can be captured in statistical language models and leveraged for software engineering tasks.*

The entropy (or “suprisedness”) of natural language and the Java programming language are compared over unigrams to 10-grams, as shown in Figure 2.16. The same trend of entropy can be seen in both the English natural language and the Java programming language.

Further, an NLP code prediction task is performed and integrated into the Eclipse IDE. The

Figure 2.16: English cross-entropy vs. Java Code cross-entropy
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NLP integration is shown to improve the ability for Eclipse to correctly suggest the next code element in a given program.

These experiments are great evidence that while code is artificial, it exhibits a naturalness very similar to natural language. This implies that NLP techniques should be applicable to code processing and analysis.
CHAPTER 3: OVERVIEW

The remainder of this work focuses on solving the static analysis limitations as they relate to privacy compliance verification.

In Chapter 4, the limitations of static analysis are realized through an example project. The project describes a static analysis approach to privacy compliance between an Electronic Medical Record System (EMRS) and The Health Insurance Portability and Accountability Act of 1996 (HIPAA), which are government privacy regulations for health systems, through the application of model checking. The project shows how specifications can be extracted from both the privacy policy and the software system. Model checking is then used to determine compliance using these specifications. That is, all specification actions performed by EMRS related to access and maintenance of privacy data must be allowed by the HIPAA specifications. The project shows how static analysis can successfully perform privacy compliance, but then discusses the difficulties of applying those techniques to health systems at large. This shows the need for generalization and automation of manual tasks of static analysis for privacy compliance verification.

There are three main components to privacy analysis, that is: identification and extraction of privacy specifications in privacy policies, identification and extraction of privacy specifications in software code, and finally the resolution of the two specifications together to determine compliance. The final comparison between specifications is often the simpler component and so this work does not focus heavily on it.

In Chapter 5, the automation of the privacy policy analysis component is explored. This is done through the automatic maintenance of a privacy domain ontology. An ontology is a dictionary of terms or phrases and the relationship between them. In this work, the relationships are hypernymy. That is, what terms or phrases are a higher-order term or phrase. For example, “device identifier” is a hypernym of such terms as: “ip address”, “IMEI”, “android id”, etc. Ontologies are significantly useful for natural language processing as natural language (especially privacy policies) is ambiguous. By maintaining an ontology, that ambiguity can be mitigated by traversing the relationships...
between terms to determine their relevancy to the problem. This work shows that it is possible to use deep learning natural language techniques to maintain such an ontology to utilize for privacy policy analysis.

In Chapter 6, the challenges of natural language processing and natural language processing on code are discussed and addressed. The concerns of NLP are explored by plotting pre-trained word embeddings of code elements in their vector space. The plots should show clustering of similar code elements. Such clustering would indicate high quality vector representations. However, little clustering is observed. The novel learning approach is then described and then used to pre-train word embeddings of code elements. After plotting the embeddings in their vector space, a significant improvement in clustering is observed.

In Chapter 7, the automation and generalization of the software code analysis component is described. A project is discussed that attempts to predict if, given a stack trace of method calls, a stack trace will access sensitive or non-sensitive privacy data. The novel learning approach is applied and compared to other current, standard deep learning NLP techniques. It shows that there is a significant improvement in the predictive power of the model using the novel learning approach. This work shows it is possible to use deep learning natural language techniques to analyze software code.

In the final Chapters 8 and 9, the thesis statement is evaluated using the results throughout this work and then the work is concluded with a final discussion and future work.
CHAPTER 4: PRIVACY COMPLIANCE WITH STATIC ANALYSIS

Static analysis techniques are the current state-of-the-art in determining privacy compliance. This requires analysis and extraction of models, specifications, or patterns from the natural language privacy policy and the software code. The analysis of the two are then compared to determine if the software code is in compliance with the privacy policy. That is, the software code does not contain any additional privacy-related functionality not dictated within the privacy policy. The following work [39] is a static analysis approach using model checking of privacy compliance between a medical software system and The Health Insurance Portability and Accountability Act of 1996 (HIPAA) which is a government bill that outlines privacy requirements for the collection, storage, access, and maintenance of medical information.

4.1 Verifiable Assume-Guarantee Privacy Specifications for Actor Component Architectures

Many organizations process personal information in the course of normal operations. Improper disclosure of this information can be damaging, so organizations must obey privacy laws and regulations that impose restrictions on its release or risk penalties. Since electronic management of personal information must be held in strict compliance with the law, software systems designed for such purposes must have some guarantee of compliance. To support this, we develop a general methodology for designing and implementing verifiable information systems. This paper develops the design of the History Aware Programming Language (HAPL) [74] into a framework for creating systems that can be mechanically checked against privacy specifications. We apply this framework to create and verify a prototypical Electronic Medical Record System (EMRS) expressed as a set of actor components and first-order linear temporal logic specifications in assume-guarantee form. We then show that the implementation of the EMRS provably enforces a formalized Health Insurance Portability and Accountability Act (HIPAA) [2] policy using a combination of model checking and static analysis techniques.
We aim to develop a full framework with a working prototype of an Electronic Medical Record System (EMRS) that can be statically checked against formal privacy policy specifications for HIPAA. In order to bridge the gap between policy specifications and our implementation, we develop formal system specifications in assume-guarantee form \([40]\). Static analysis techniques are applied to verify that the implementation matches this specification, while a model checker is used on small specification sets reflecting the formal specifications to ensure that the system’s formal specification enforces HIPAA.

4.1.1 Privacy Policy Specification

The privacy policy specification language used \([16]\) decomposes policy formulas into norms by restricting temporal logic formulas to a form similar to that done in the work of Barth et al. on Contextual Integrity \([9]\). A positive norm allows a message transmission if the condition associated with it holds, while a negative norm allows a message transmission only if its condition holds. An action is thus allowed by the policy if it satisfies at least one of the positive norms and all the negative norms. A notable difference from Contextual Integrity is that our specification language is limited to a restricted subset of first-order temporal logic (FOTL) that makes our privacy policies enforceable.

We use this language to formalize the restrictions and requirements of HIPAA as a set of these communication norms. Of note, the disclosure of Personal Health Information (PHI) is represented by the sending of a message from a principal (i.e., person) that knows information about a subject to another principal that does not. Additionally, principals hold certain roles (e.g., psychiatrist, patient) and messages are sent for specific purposes (e.g., treatment, billing).

A communication action is denoted by \(send(p, q, m)\), in which \(p\) is the sending principal, \(q\) is the receiving principal, and \(m\) is the message being sent. Each message contains a set of principal attribute pairs. The predicate \(contains(m, q, t)\) holds if message \(m\) contains attribute \(t\) of subject principal \(q\), such that the recipient of message \(m\) would learn the attribute \(t\) about \(q\). Roles can be bound to principals via the \(inrole\) predicate, where \(inrole(p, r)\) holds if \((p, r) \in roleAssignment\).
Similarly, $\text{for-purpose}(m, u)$ enforces that message $m$ is sent for purpose $u$.

### 4.1.2 System Framework and Specifications

In the actor model \cite{3, 31}, a software system is considered to be a collection of concurrently operating actors that communicate through asynchronous message passing. Each actor has a mailbox through which it receives messages, and an actor may only act in response to these messages. Based on its state/behavior, an actor reacts to the messages it receives one at a time (but not necessarily in the order they arrive) by performing some action. The synchronous actions an actor takes in response to the receipt of an asynchronous message can involve sending a finite number of messages to other actors it knows about, creating a finite number of new actors, or changing its state/behavior so that it will take different actions in response to future messages.

Bengt Johnsson et al. \cite{40} established the use of linear temporal logic (LTL) as sets of assume-guarantee specifications for formally specifying behavior of an open system. In short, the way in which a system interacts with its environment can be specified through assumptions on the behavior of its environment and guarantees on the behavior the system can, or will, exhibit if the assumptions on its environment hold true. Safety assumptions and safety guarantees describe that bad things cannot happen, by stating conditions that must hold on the information the system receives from its environment and the information the system sends to its environment, respectively. Liveness guarantees describe that good things must eventually happen, by stating conditions that force the system to eventually communicate information to its environment. Assume-guarantee specifications are well-suited for formally specifying the behavior of an actor system by describing under what conditions actors can send or receive certain types of messages.

We have developed a framework for implementing actor systems that meet assume-guarantee specifications and that can present a compliant system to an end-user (e.g., an auditor) of that system \cite{45}. Broadly, the framework shown in Figure 4.1 takes in formal privacy regulations and organizational policies that are manually refined into assume-guarantee specifications of the information system. This framework is based on and implements our HAPL language. This lan-
Figure 4.1: Framework

guage can be used to define applications with attendant web-based user interfaces that comply with specification. This compliance is guaranteed by a static analysis phase requiring that the HAPL implementation honors the specification. Failing that, the static analysis phase will return with error contexts explaining the failure. Finally, we evaluate the framework by implementing a functioning EMRS prototype that complies with a representative subset of HIPAA requirements.

HAPL is a general purpose, actor-based, imperative programming language that incorporates history queries. HAPL is split into a user interface specification \[46\], actor behavior specification, static analysis and interpretation. The language allows for defining actors and the principals they represent, as well the role in which actors represent principals. In HAPL, actors are considered to be acting in a particular role for a particular principal whenever they send or receive a message. This assumption simplifies our approach to our assume-guarantee specification and decomposition.

As per the actor paradigm, computation in HAPL is done through creation of and communication between actors. We constrain HAPL actors to synchronous control only of private data, and communication with other actors only by sending asynchronous messages.

The EMRS is decomposed into a set of communicating actors (as shown in Figure 4.1) whose behavior is specified as a set of FOTL formulas in assume-guarantee form. Once we have our EMRS specifications in place, we would like to verify that the system behaves correctly by show-
ing that it is HIPAA-compliant. We have a set of FOTL formulas that describe norms of communication in terms of when PHI can be disclosed according to HIPAA. Thus, we can verify HIPAA-compliance of our specifications by showing that any disclosure by our system entails a valid disclosure described in the policy norms.

We use static analysis to bind HAPL code to the constraints detailed in our assume-guarantee specifications. By making statements about type-correctness in assignment, message parameters, message handlers, and send message inroles, as well as verifying that certain properties hold in the abstract syntax tree, we are able to verify compliance with certain assume-guarantee specifications. The static analysis phase therefore reports non-compliance and fails compilation so that an actor system is not generated where it cannot be proved that the code matches appropriate assume-guarantee specifications.

To demonstrate the language and evaluate our framework, we build a EMRS prototype with simple implementations of five use cases specified to comply with HIPAA. These are intended to be a representative subset of the release scenarios described in HIPAA. In particular, this includes cases involving releases that are required, releases that are permitted without consent, and releases that are permitted only with authorization. Those five use cases are:

- **Record contains no PHI:** If a message contains no PHI, then that information may be released without authorization.

- **Patient requests own PHI:** HIPAA has a liveness requirement that any patient request for their own PHI records must eventually be fulfilled. Thus any request by a patient role for their own records must be honored by the EMRS.

- **Originating doctor requests patient’s psychotherapy note PHI:** A doctor who is acting as a physician for a patient may obtain that patient’s psychotherapy notes without the consent of any principal if that physician is also the author of that PHI.

- **Doctor requests patient’s non-psychotherapy PHI:** A doctor who is acting as the physician for a patient may obtain that patient’s PHI without any principal’s consent, so the prototype
will honor requests by a doctor for patient data.

- Third party requests patient PHI: Third parties may request patient PHI for marketing purposes. These requests may be honored if it is determined that the patient that is the subject of this PHI has authorized release of it for this purpose.

As a first step towards creating specifications for the HAPL EMRS, we conceptualized a decomposition of the system into a set of actors, each of which has a set of responsibilities that it upholds by communicating with the other actors. As shown in Figure 4.2, we decompose the HAPL EMRS into three actor types: the App, the Archive, and the Authorizer.

There are many App actors which act on behalf of human principals and provide them an interface to access the EMRS. Through this interface, a principal may request that the EMRS release medical records to them and receive the corresponding reply. An App also allows patient principals to grant authorization for their records to be released to another principal by sending a message to the Authorizer, or reject an incoming request from the Authorizer for such an authorization. Additionally, an App allows doctor principals to add records to the EMRS by sending them to the Archive.

The Archive and Authorizer are both singleton actors which act on behalf of the organization whose combined behavior can be composed into a component referred to as the Backend. The role of the Archive is to store and retrieve records about patients as requested, and the Authorizer keeps
track of information necessary to make policy decisions for the EMRS and makes those decisions for the Archive when requested. When an App sends messages which request some action on a record to be performed, the Archive forwards the necessary information to the Authorizer. The Authorizer then attempts to make the policy decision according to the actor specification and previous system actions. If the policy decision cannot be concretely made from the system history, the Authorizer sends an authorization request message to the App belonging to the subject of the record. After receiving the final decision back from the App if necessary, the Authorizer returns the appropriate response message to the Archive, and the Archive sends the corresponding final reply to the App which made the original request.

Actor specifications are the foundation on which higher-level specifications (which have a similar structure) are established. Each actor type has an assume-guarantee specification that prescribes how instances of that actor type may interact with its environment (i.e., the messages it may or must send to other actors).

4.1.3 Model Checking and Evaluation

We are able to apply model checking techniques to evaluate whether the assume-guarantee specifications entail the privacy policy in the EMRS prototype. Automation of the proof process provides a level of confidence in the validity of the EMRS prototype that is essentially too tedious, or even infeasible, to achieve by manual means.

We use model checking to verify that the EMRS specifications imply all negative norms and at least one positive norm of the privacy policy before any disclosure of PHI. We selected the symbolic model checker NuSMV [17] to perform the checking because the size of the specification formulas can be large, causing the state space of the model to be large. Additionally, NuSMV supports both past and future temporal logic operators, which are used in both the formal policy norms and EMRS specifications.

NuSMV is a symbolic model checking tool for verifying a model of a finite-state system against properties specified in temporal logic. The model is specified by states and state transitions. A state
is an assignment of all variables within the system. A state transition defines an allowable change in variable assignments in response to an event or condition.

We encode the terms of the FOTL EMRS using LTL and policy specifications in NuSMV. NuSMV then symbolically determines if the formulas are verified, and if a violation is found, a counterexample is generated.

We wish to show that the EMRS satisfies the privacy policy. To do this, the EMRS specifications must entail all of the negative norms and at least one positive norm of the privacy policy for each disclosure of PHI. To show this, we encode EMRS entailment formulas, in LTL form, in NuSMV. All entered formulas were satisfied by the EMRS. This means that the EMRS specifications implied at least one positive and all negative norms, thereby showing that EMRS entailed the privacy policy.

4.1.4 Limitations

As described, the static analysis approach solves the privacy compliance problem and can even be proved that it will successfully enforce compliance. However, there are some limitations to this approach. The major limitations lie in the lack of automation and generalizability.

In order to extract the specifications from the EMRS system, it must be implemented using HAPL. This language is new and so not only is there a high learning curve to using it, but also all existing systems would have to be re-implemented in HAPL is be analyzed. It is infeasible to expect old systems to re-implemented as well as all new systems to be implemented in HAPL.

All HIPAA specifications must be manually extracted from the policy. This may be acceptable for HIPAA specifically, as the extraction only has to be performed once to apply to all medical systems. If HIPAA is changed or updated, then the manual extraction will have to be redone, but this does not happen often. However, it is not uncommon for business and companies (even hospitals) to also have their own privacy policies in addition to government regulations for their systems. Since each of these privacy policies are unique to the business or company, the manual extraction of privacy policy specifications by a third-party entity (e.g., an auditor, a user, etc.) for
all privacy policies is infeasible in real world applications.

Model checking suffers from the state explosion problem. While in the case of HAPL, specifications can be extracted directly from the system (and therefore system states may not need to be traversed) the state explosion problem does not apply. However, if we perform model checking on a system that does not use HAPL, then the system will need to be properly modeled by the model checking tool and states will need to be traversed to determine compliance which will be subject to the state explosion problem.

The specifications must be manually coded into the model checking tool. This means each specification must be inspected for proper variable type declaration (e.g., a free/environmental variable or a dependant variable) and for other variables that may need to be added because they are implicitly assumed by the system or policy, but not by the model checker. The manually coding of a system that may have many dozen or even hundreds of specifications is infeasible in real world applications.
CHAPTER 5: AUTOMATION OF PRIVACY POLICY ANALYSIS

To help solve the limitations of privacy compliance using static analysis, the following work utilizes deep learning to maintain an information-type ontology. This ontology can then be used to identify the types of privacy data collected and processed by apps, as dictated by a privacy policy.

5.1 Learning Ontologies from Natural Language Policies

Several state laws and app markets, such as Google Play, require the disclosure of app data practices to users. These data practices constitute critical privacy requirements, because they often underpin the app’s functionality while describing how sensitive, personal data is collected, used, and with whom the data is shared. The requirements that appear in privacy policies mainly focus on abstract information types when describing data practices. Apart from abstraction, various stakeholders can use different words to describe the same domain concept. Abstraction and variability in concept representation are important causes of ambiguity in natural language and they reduce shared understanding among app developers and policy writers. To overcome this obstacle, we propose an automated approach to infer semantic relations among information types and construct an ontology that can be used to guide requirements authors in the selection of the most appropriate information type terms. Our solution utilizes a deep learning model based on word embeddings and Convolutional Neural Networks (CNN) to classify information type pairs as either hyponymy, synonymy, or unrelated. We evaluate our method on a manually-built ontology, yielding predictions that classify the unrelated information type pairs with 0.980 precision and 0.984 recall, suggesting a large reduction in the efforts required for ontology construction.

Mobile apps collect different categories of personal information, such as contact information, photos, and real-time location. This information collection puts sensitive user information at risk since it becomes up to the app developers to protect it. To avoid such mishandlings and maintain the security of such information, app developers often keep strict data requirements over how the data is to be used and collected. These requirements are commonly communicated to users in the
form of privacy policies, which inform stakeholders about what kinds of personal information is collected, how the data is used, and with whom the data is shared. Privacy policies are also required by U.S. and E.U. laws.

To ensure data transparency and compliance, methods have been proposed to analyze privacy policies and data practices. For example, Breaux et al. formalized data requirements in privacy policies using Description Logic \[13\], which can then be used to automatically detect conflicting requirements \[14\] and to trace data flows across policies of interacting services. Tracing privacy requirements across policies can enhance developers’ understanding of third-parties’ data practices and comply with legal requirements. Furthermore, others have proposed techniques to trace data requirements from privacy policies to app code using lookup tables, platform permissions, and information flow analysis \[62, 83\]. These methods depend on a correct lexicon of information types that is generally compiled manually. These information types include phrases, such as device ID, IP address, and location. Moreover, the phrases can overlap in meaning leading to false requirements formalization, e.g., the phrase “WiFi signal strength” can be construed to be a type of location information. Ambiguities commonly found in privacy policies are that of hypernymy, which occurs when a more abstract information type is used instead of a more specific information type (e.g., “device information” instead of “IP address”) \[11\]. Hypernymy permits multiple interpretations of words and phrases, which leads to inconsistency in traceability. Such interpretations enable the construction of a reusable ontology that illustrates information types and their semantic relationships via hypernymy.

Ontologies are particularly useful in requirements when dealing with abstractions in human language. For example, “operating system,” hardware model,” “application type,” “application version,” “browser type,” “browser version,” and “unique identifiers” are all a kind of “device identifier.” However, such relationships are not always so clear especially when writing or reading requirements or policy policies. By deferring to a pre-constructed knowledge graph which shows known relationships between phrases used in the domain (i.e., an ontology), these relationships can be applied. This allows for more precise requirements to be inferred from abstract language.
The current state of the art for ontology building requires manual, human comparisons of each node. Not only is this tedious, but it is susceptible to human error due to fatigue and potential lack of domain knowledge from the analysts. Furthermore, the language used may evolve, requiring continuous rebuilding of the ontologies making manual generation less viable. For these reasons, analysts may be hesitant in using ontologies though they have been empirically shown to be useful [66].

To address these issues and enable easier, more consistent ontology construction, we developed an empirical method to learn and construct a formal ontology from a naive set of all pairs of information types contained in a lexicon.

**Relation Classification Model**

Prior work to construct a privacy ontology [34] requires comparing information types with every other type in a lexicon and assigning a semantic relationship to each pair using seven heuristics. The required effort for this task is quadratic, where is the number of information types in the lexicon, and is the amount of time required to assign a relationship to a pair, estimated at 20 seconds [33]. In addition, a new policy introduces between 11-36 new types that are not encountered in the existing lexicon [11]. Considering app markets contain hundreds of thousands of apps that change daily, we need to automate ontology construction. Thus, we propose to predict candidate relationships between information type pairs. Unlike syntactic processing (e.g. part-of-speech), our approach employs a convolutional neural network (CNN).

Figure 5.1 shows the learning architecture for the relation classification model with a pair of information types as input. Throughout the paper, we present the information type pair as (information-type\(_{LHS}\), information-type\(_{RHS}\)), e.g., (device information, device ID), where LHS (left-hand side) and RHS (right-hand-side) indicate two predicates in an asymmetric ontological relationship. The input information types in a privacy policy lexicon can be from a single statement in a policy, different sections of a single policy, or completely different policies. Given an information type pair, the Embedding layer first maps the words in an information type to their cor-
responding word embedding vectors. Second, word embeddings are fed into the Phrase Modeling layer, creating a phrase-level semantic vector for each information type phrase. Third, the Semantic Similarity Calculation compares the direction and distance of the two phrase-level vectors and generates a similarity vector. Finally, the similarity vector is input to Softmax, generating three probabilities corresponding to hypernymy, synonymy, and unrelated. We select the most probable relation for each information type pair.

For the word embeddings layer, each word in an information type phrase is presented using a pre-trained 200-dimensional vector called a word embedding [10]. To create domain-specific word embeddings, we followed the approach by Harkous et al. [25] and trained the Word2Vec model using 77,556 English privacy policies collected from mobile applications on the Google Play Store.

In the phrase modeling layer, as seen in Figure 5.2, we transform word embeddings of an input information type to a low dimensional, fixed-sized vector using CNN with three different filter widths [72]. Implementing CNN with multiple filter widths captures local semantics of n-gram of various granularities [71]. In our case, convolutional filters with widths 1, 2, and 3 capture the

Figure 5.1: Ontology Learning Architecture
Figure 5.2: Phrase Modeling Layer

The semantic similarity and softmax layer compares the input phrase-level vectors from the Phrase Modeling layer. We adopt the structure proposed by Tai et al. [70], where the direction and distance of the two input vectors are compared using the following equations. Two vectors \( PLV_{LHS} \) and \( PLV_{RHS} \) refer to Phrase-Level-Vector\(_{LHS} \) and Phrase-Level-Vector\(_{RHS} \) in Figure 5.1 which are shortened for simplicity in the equations.

\[
dir = PLV_{LHS} \odot PLV_{RHS} \tag{5.1}
\]

\[
dis = |PLV_{LHS} - PLV_{RHS}| \tag{5.2}
\]

\[
sim = \sigma(W * dir + U * dis + b) \tag{5.3}
\]

\[
P_{relation} = softmax(W_p * sim + b_p) \tag{5.4}
\]

Equation (5.1) compares the direction of two semantic vectors and for each dimension using the point-wise multiplication operator. For calculating the distance between \( PLV_{LHS} \) and \( PLV_{RHS} \), we utilize the absolute vector subtraction presented in Equation (5.2). To integrate the results of Equation (5.1) and Equation (5.2) on \( PLV_{LHS} \) and \( PLV_{RHS} \), we use a hidden sigmoid layer pre-
Table 5.1: Experiment 1 Results

<table>
<thead>
<tr>
<th></th>
<th>Direct Hypernymy</th>
<th>Synonymy</th>
<th>Unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.483</td>
<td>Undefined</td>
<td>0.991</td>
</tr>
<tr>
<td>Recall</td>
<td>0.775</td>
<td>0</td>
<td>0.981</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.595</td>
<td>Undefined</td>
<td>0.985</td>
</tr>
</tbody>
</table>

The similarity vector as the output of the function is then sent to a Softmax classifier as shown in Equation 5.4 to predict the probabilities of hypernymy, synonymy, and unrelated. We select the prediction with the highest probability as the relationship between information-type$_{LHS}$ and information-type$_{RHS}$.

**Evaluation**

As our ground-truth, we utilize an ontology that is manually built from a privacy policy lexicon. This lexicon was extracted from 50 privacy policies [66]. It contains phrases that correspond to platform information types, defined as “any information that the app or another party accesses through the mobile platform that is not unique to the app.” Each information type has a frequency, or number of times the type appeared in annotations of the 50 policies. Hosseini et al. manually constructed the platform ontology from the lexicon by applying seven heuristics that were identified through grounded analysis of five privacy policies [34]. The platform ontology contains 367 information types, which are used to comprise 1,583 hypernymy and 310 synonymy relationships between pairs of information types.

Two experiments were constructed from the platform ontology using a 70% to 30% training to testing split. In experiment 1, we classify whether a new information type pair describes a direct hypernymy, synonymy, or unrelated (i.e., otherwise) relationship. In experiment 2, we classify whether a new information type pair describes a transitive (or indirect) hypernymy, synonymy, or unrelated (i.e., otherwise) relationship. The results for experiment 1 are in Table 5.1 and the results for experiment 2 are in Table 5.2.
Table 5.2: Experiment 2 Results

<table>
<thead>
<tr>
<th></th>
<th>Transitive &amp; Direct Hypernymy</th>
<th>Synonymy</th>
<th>Unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.856</td>
<td>Undefined</td>
<td>0.980</td>
</tr>
<tr>
<td>Recall</td>
<td>0.862</td>
<td>0</td>
<td>0.984</td>
</tr>
<tr>
<td>F1 Score</td>
<td>0.858</td>
<td>Undefined</td>
<td>0.981</td>
</tr>
</tbody>
</table>

Discussion and Future Work

We now discuss our results, limitations, and improvement required to address some of the challenges in our work. Further, we discuss the impact of our work on creating a shared understanding between privacy authors, developers, and regulators.

Regulators and app markets require app developers to describe their data practices in privacy policies. Apart from abstraction, stakeholders can use different words to describe the same data concept. Using semantic relations, such as hypernymy and synonymy, one can formalize relationships between concepts to create a shared understanding. The model proposed herein identifies hypernymy relationships between information type pairs with 0.858 F1 score. The model also identifies unrelated information type pairs with 0.981 F1 score, greatly reducing the search space of candidate relationships.

We now list the challenges and limitations of our work. Based on the results in Experiments 1 and 2, the model failed to predict synonymy relationships due to insufficient training examples. Despite biasing weights for prediction, which enhances hypernymy predictions, synonymy predictions remain unaffected. To reduce the effect of minority class, over-sampling methods, such as random over-sampling and Synthetic Minority Over-Sampling Technique (SMOTE) [15], can be used. Random over-sampling simply repeats training examples to reduce imbalance. In contrast, SMOTE generates synthetic training examples based on distance functions.

In Experiment 2, our model misclassifies 972 information type hypernymy pairs as unrelated. One approach to reduce this misprediction could be to use the syntax-based method by Hosseini et al. that infers semantic relations among types that share at least one word [33]. To this end,
we utilized their ontology constructed upon lexicon (see Section IV.B) to investigate if the misclassified hypernymies can be inferred. Based on the results, we can only infer 56/972 of hypernyms. Alternatively, we may explore the use of knowledge about siblings and shared ancestors to identify pairs misclassified as unrelated. Finally, the manually constructed ontology may include omissions, since manual classification is subject to fatigue and recency effects, where the analysts recalls the information types that they classified last [34, 55]. We propose to add additional forms of evaluation using preference theory [44] to elicit the relationships among predicted classifications. The results of a preference survey can illuminate the extent of relatedness among pairs and evaluate a sample of potential misclassifications.

Finally, the model is trained on platform information types, which does not include domain-specific information types, such as health-, finance-, dating-, and shopping-related app data, to name a few.
CHAPTER 6: LEARNING MODEL FOR CODE ELEMENT VECTOR REPRESENTATIONS

6.1 Vector Representations Using Current Natural Language Processing

Since we can treat code like a natural language there exists research that has attempted to apply natural language processing (NLP) techniques to code. One of the most successful works [24] used Word2Vec [52] to pre-train vector representations for code elements of Debian and Github code, identifying over about 1 million methods as a dataset. These vector representations are used in a CNN model to predict if a given method is buggy (i.e., contains some bug) or clean. The dataset was split into 80%, 10%, and 10% for training, validation, and testing, respectfully. The prediction on the testing set achieved a precision-recall AOC of .49.

Figure 6.1 plots the pre-trained vector representations (or embeddings) of the code elements in their vector space. Exploring the vector space, we should see similar code elements cluster together. Some general clustering can be identified (e.g., digits, some operators and symbols, and some keywords), but it does not represent the quality of word embeddings desired for NLP deep learning tasks.

In some preliminary experiments [29], we also used a Word2Vec model to learn vector representations for code elements of the JDK8 source code. As shown in Figure 6.2, the pre-trained embeddings also do not cluster well, showing they are not quality vector representations.

Toward Detection of Access Control Models from Source Code via Word Embedding

In this work [27] we describe our first step in applying learning techniques to access control, which is determining good word embeddings to perform learning tasks over. We also discuss the future work on identifying access-control enforcement code and checking access-control policy violations, which are enabled by the word embeddings.

Similar to privacy policy compliance, the ability to verify access control policies and properties
Figure 6.1: Word2Vec Code Element Embeddings

Figure 6.2: Vector Representations for the 35 Most Common JDK8 Code Elements
of a system is invaluable in assuring the security and proper compliance of sensitive data access and system performance. While manual verification is always an option, it is prone to human error and requires large amounts of time for even average-sized systems, making such a process infeasible for many systems. Thus, automation of this verification process has been a topic attracting much research. Many current techniques rely on static or dynamic analysis of a system to identify and build an access control model that defines the access control behavior of the system. By creating an access control model, verification of the access control policy becomes a much simpler task. However, these analysis techniques suffer from many obstacles in building such a model, such as determining what code elements are related to roles or permissions and how to link these code elements to specific policy elements. Further, even if these mappings are defined for a system, static analysis techniques will only be able to detect those links in that particular system or systems that are very similar in implementation. That is, static analysis does not have the ability to determine or construct new mappings, only those that are manually defined.

We modify the construction of context of the normal Word2Vec model for code elements so that quality word embeddings may be produced. We run the modified Word2Vec model on the access control library Apache Shiro, and evaluate the resulting embeddings by plotting the 99 most common code elements in the library.

In natural language, using surrounding words as context for a target word is motivated by the idea that words with similar semantic meaning will be used in similar ways. This implies that words with similar semantic meaning will be generally surrounded by the same or similar words, which will then define the same or similar context for the prediction task. However, in many cases this is not true for code. The complex syntactic nature of code causes code elements that should be used as context for a target code element to appear in many different places that are not in the immediate vicinity of the target code element. For example, in Java if only the surrounding code elements were used as context for a method name, only the method’s modifiers and parameters would be captured and used as context; however, the entire method definition should also be used as context as those code elements directly determine the meaning of the method name. Similarly,
certain code elements should not use some surrounding code elements as context. For example, the statements before and in the body of a while loop should not be considered as context for the while keyword since the statements do not affect the behavior of while (with the exception of the continue and break keywords). Therefore, a different strategy for choosing the context for each code element in the network must be utilized.

The syntactic structure of code is quite complex compared to natural language, and is important in determining how code elements are related to each other, as shown by Peng et al. [60]. Therefore, to help capture the inherent structure of code we will determine code element context using a code’s abstract syntax tree (AST). An abstract syntax tree is a tree representation of source code that models its abstract syntactic structure. The types of nodes and edges in the AST are consistent with the grammar of the language of the source code the AST models. An AST will also provide a data structure to easily walk through all code elements in the source code. We use the JavaParser tool [67] to obtain the AST of a Java program.

In our first attempt at creating word embeddings for code elements, we assumed that for a given node (or code element) in the AST all its child nodes would provide the context for that node, similar to the work done by Tai et al. [70]. However, the word embeddings generated by this approach were of poor quality. We determined there are a number of issues with this approach but two main problems stand out. One being that certain code elements will always be leaf nodes (such as break or labels) and therefore will never have any context for the neural network to learn. The other is that certain children do not actually affect the meaning of their parent, such as the example given earlier for the while loop where statements inside the loop (which are children of the while node in the AST) do not determine the meaning of the while keyword. We also determined that other previous works that attempted to generalize the process of choosing context for all types of nodes had their own issues. We have observed that a single strategy for choosing context for all types of nodes in the AST will ultimately lead to certain node types pairing their associated code elements with incorrect context. This contributes to the degradation of the quality of the word embeddings which will negatively impact any learning task the embeddings are used for.
We propose to instead use sets of rules to determine the context for code elements based on their node types. For example, JavaParser has 83 node types to represent the grammar of Java. Such types of nodes includes, but is not limited to, nodes for: comments, literals, loop statements, method declarations equation operators, etc. We constructed rules for node types by posing the question “What other node types or code elements are needed to determine the behavior of this node type?” For example, a method declaration node is identified by modifiers, parameters, return type, and method body to perform its programmed task; the `while` statement node is identified its conditional expression and any statements that are present that directly affect the behavior of a loop (such as a `continue` or `break` statement) to perform the loop process properly; and a binary operator, such as plus, needs the expression of each of its terms. We have included Table 6.1 that details what code elements were included as context for each node type. In the table, the columns 1–3 present the type of AST node, identifier of the AST node, and code elements being used as the context of the AST node. In our current approach we did not include embeddings for annotations, comments, imports, packages, lambda expressions, generics, or variable names.

With the rule sets we have created for each node type we have trained word embeddings for the access control library Apache Shiro. Figure 6.3 plots the embeddings for the 99 most common code elements in Apache Shiro.

These code element embeddings do show some improvement for code elements linked to certain node types AST node types (e.g., method declarations), but they are not as drastic an improvement in quality from the other Word2Vec models as desired. This shows that the type of context identified for word embedding training, but we will need to go beyond just modifying context identification and modify the learning model itself.

### 6.2 Semantic Vector Representations Using Code Element Definitions

The attempts to treat software code like other normal natural languages and apply natural language deep learning techniques directly as before have been met with limited success, performing below current state-of-the-art NLP standards. As discussed in Section 1.2 there are not only many chal-
<table>
<thead>
<tr>
<th>Node Types</th>
<th>Identifier</th>
<th>Code Elements Used As Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array Creation Expression</td>
<td>array data type</td>
<td>&quot;new []&quot;</td>
</tr>
<tr>
<td>Array Type</td>
<td>&quot;[]&quot;</td>
<td>array data type</td>
</tr>
<tr>
<td>Assignment Expression</td>
<td>assign operator</td>
<td>target and value expressions</td>
</tr>
<tr>
<td>Binary Expression</td>
<td>binary operator</td>
<td>left and right term expressions</td>
</tr>
<tr>
<td>Boolean Literal</td>
<td>&quot;true&quot; or &quot;false&quot;</td>
<td>&quot;boolean&quot;</td>
</tr>
<tr>
<td>Break Statement</td>
<td>&quot;break&quot;</td>
<td>associated loop or switch statement</td>
</tr>
<tr>
<td>Cast Expression</td>
<td>cast data type</td>
<td>expression being cast</td>
</tr>
<tr>
<td>Catch Clause</td>
<td>&quot;catch&quot;</td>
<td>exception types being caught</td>
</tr>
<tr>
<td>Char Literal</td>
<td>&quot;CHAR&quot;</td>
<td>&quot;char&quot;</td>
</tr>
<tr>
<td>Class Or Interface Declaration</td>
<td>name</td>
<td>&quot;class&quot; or &quot;interface&quot; and modifiers, interfaces, extension, and members</td>
</tr>
<tr>
<td>Conditional Expression</td>
<td>&quot;?&quot;</td>
<td>condition expression and &quot;else&quot;</td>
</tr>
<tr>
<td>Continue Statement</td>
<td>&quot;continue&quot;</td>
<td>associated loop statement</td>
</tr>
<tr>
<td>Do Statement</td>
<td>&quot;do&quot;</td>
<td>&quot;while&quot; and condition expression</td>
</tr>
<tr>
<td>Double Literal</td>
<td>&quot;DOUBLE&quot;</td>
<td>&quot;double&quot;</td>
</tr>
<tr>
<td>Enum Declaration</td>
<td>name</td>
<td>&quot;enum&quot; and all modifiers</td>
</tr>
<tr>
<td>Explicit Constructor Invocation</td>
<td>&quot;this&quot; or &quot;super&quot;</td>
<td>associated arguments and expressions</td>
</tr>
<tr>
<td>Field Declaration</td>
<td>field data type</td>
<td>initializations, assignments, and modifiers</td>
</tr>
<tr>
<td>For Each Statement</td>
<td>&quot;for&quot;</td>
<td>&quot;break&quot; and &quot;continue&quot; if present and variable and iterable types</td>
</tr>
<tr>
<td>For Statement</td>
<td>&quot;for&quot;</td>
<td>&quot;break&quot; and &quot;continue&quot; is present and initialization type, condition expression, and update expression</td>
</tr>
<tr>
<td>If Statement</td>
<td>&quot;if&quot;</td>
<td>condition expression and &quot;else&quot; if present</td>
</tr>
<tr>
<td>InstanceOf Expression</td>
<td>&quot;instanceof&quot;</td>
<td>expression and instance type</td>
</tr>
<tr>
<td>Integer Literal</td>
<td>&quot;INT&quot;</td>
<td>&quot;int&quot;</td>
</tr>
<tr>
<td>Long Literal</td>
<td>&quot;LONG&quot;</td>
<td>&quot;long&quot;</td>
</tr>
<tr>
<td>Method Call Expression</td>
<td>name</td>
<td>arguments</td>
</tr>
<tr>
<td>Method Declaration</td>
<td>name</td>
<td>modifiers, return type, parameters, thrown exceptions, and method body</td>
</tr>
<tr>
<td>Null Literal</td>
<td>&quot;null&quot;</td>
<td>&quot;void&quot;</td>
</tr>
<tr>
<td>Object Creation Expression</td>
<td>object data type</td>
<td>&quot;new&quot;, arguments, and anonymous class body if present</td>
</tr>
<tr>
<td>Primitive Type</td>
<td>primitive data type</td>
<td>associated expressions or declarations</td>
</tr>
<tr>
<td>Return Statement</td>
<td>&quot;return&quot;</td>
<td>associated expression</td>
</tr>
<tr>
<td>String Literal</td>
<td>STRING</td>
<td>&quot;String&quot;</td>
</tr>
<tr>
<td>Super Expression</td>
<td>&quot;super&quot;</td>
<td>associated expression</td>
</tr>
<tr>
<td>Switch Entry Statement</td>
<td>&quot;case&quot; or &quot;default&quot;</td>
<td>&quot;switch&quot; and associated label expression if present</td>
</tr>
<tr>
<td>Node Types</td>
<td>Identifier</td>
<td>Code Elements Used As Context</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------</td>
<td>---------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Switch Statement</td>
<td>&quot;switch&quot;</td>
<td>selector expression and switch entry statements</td>
</tr>
<tr>
<td>Synchronized Statement</td>
<td>&quot;synchronized&quot;</td>
<td>associated expression</td>
</tr>
<tr>
<td>This Expression</td>
<td>&quot;this&quot;</td>
<td>associated expression</td>
</tr>
<tr>
<td>Throw Statement</td>
<td>&quot;throw&quot;</td>
<td>associated expression</td>
</tr>
<tr>
<td>Try Statement</td>
<td>&quot;try&quot;</td>
<td>resource expressions, catch clauses if present, and &quot;finally&quot; if present</td>
</tr>
<tr>
<td>Unary Expression</td>
<td>unary operator</td>
<td>associated expression</td>
</tr>
<tr>
<td>Variable Declaration Expression</td>
<td>variable data type</td>
<td>modifiers and initialization expression if present</td>
</tr>
<tr>
<td>Void Type</td>
<td>&quot;void&quot;</td>
<td>associated expressions or declarations</td>
</tr>
<tr>
<td>While Statement</td>
<td>&quot;while&quot;</td>
<td>&quot;break&quot; and &quot;continue&quot; if present and condition expression</td>
</tr>
</tbody>
</table>

**Figure 6.3**: Vector Representations for the 99 Most Common Apache Shiro Code Elements
lenges to normal NLP learning tasks, but code has additional challenges that must be addressed. Not only is the syntax of code much more complex than natural language, but the data sparsity problem is far more severe and encountering new code elements happens far more often. While normal NLP is able to mitigate the data sparsity problem and encountering new words by increasing the size of its corpus to include more examples of sparsely occurring words and more words that have yet to be trained, we do not have this luxury in code. That is, other than reserved words and symbols of a programming language as well as standard and common libraries, a system or program is quite unique. A system or program contains many declared and defined code elements (e.g., classes, methods, variables, etc.) that do not occur in any other system or program. Even if the name of a defined code element is common to more than one system or program, it is unlikely that the associated definition or expression is the same. Therefore, we are unable to mitigate the data sparsity problem or encountering new code elements by simply increasing the corpus size. Once an entire program is included in the training corpus, there are no more examples of the unique code elements in that program that can be obtained from anywhere else. Further, regardless of the number of systems or programs included in the corpus, when analyzing a new system or program it is inevitable that many new unique code elements will be encountered.

A novel approach to learning code (and possibly NLP in general) is needed to overcome the unique challenges presented by the nature of code. Instead of only utilizing the classic definition of a language model (i.e., a word’s meaning can be defined by its probability of occurrence), this work proposes to also take advantage of the equivalence relationship between a code element and its declaration or definition.

This will allow learning a vector representation for a code element on-the-fly as long as a definition or declaration can be provided for it, and will allow for the learning of new code elements with limited or no pre-training allowing the model to handle new code elements never seen before. Data sparsity is also mitigated as only a definition or declaration need be provided to learn an embedding, meaning only the single occurrence of the code element is required instead of the many occurrences needed in other NLP techniques. Also, in being able to embed a code element
directly, the process of learning embeddings (normally only done in pre-training) can be done as a part of the learning task, exposing more information to the learning model, potentially allowing for greater learning and predicting power.

6.2.1 Pre-Processing

Like normal natural language, textual pre-processing and prepartion of software code is needed before it can be used as input to the learning model. This pre-processing is done by utilizing the AST of software code. After the AST is built, it only requires we walk the tree and process each node type as needed. To do this pre-processing, an IntelliJ \[38\] Plugin was created. IntelliJ was chosen because it is open source, a popular IDE, and it contains a sophisticated API for use in pre-processing code. The code was pre-processed in the following major ways:

- Every code element was delineated by white space for easy tokenization by the learning model program. This separated all keywords, operators (excluding the dot ( . ) operator), syntax symbols, digits and characters (so only a small, finite set of representative dictionary entries would be needed), and variable, method, and class names.

- Each class, method, and field name is fully qualified. This allows code elements with the same identifier (or simple) name to be entered into the vocabulary without name collision between different classes. It also allows the specific method declaration and body for that name to be utilized when being embedded.

- Parameters of methods are removed from the declaration and added to the beginning of the method body as newly declared local variables. A unique \texttt{caller\_defined} token is identified to denote that it is a parameter whose value is determined by a calling function. Since parameters are referenced in the method body as normal local variables, it is important that they be included as part of the method body for the learning model to better identify patterns and features.

- The declaration and definition of each class, method, and variable are recorded and grouped
into appropriate categories. These will then be printed to a file for ease of input formatting and learning. For classes, the modifiers, field variable member names, method member names, and inner class member names are each grouped together and associated with that specific fully qualified class name. For methods, the modifiers, return type, and method body are grouped together and associated with that specific fully qualified method name. For variables, the modifiers, type, and initialization expression are grouped together and associated with that specific fully qualified variable name.

### 6.2.2 Learning Model

This work is focused on the Java programming language as it is very popular and covers a wide range of devices and software systems. In the Java language, new code elements that can be declared or defined are classes, methods, field variables, and local variable. These code elements will be the focus of the novel embedding learning approach. Other code elements with no explicit declaration or definition (e.g., keywords, operators, syntax symbols, etc.) will not be learnable in the way described and will be learned implicitly as part of the other code elements’ learning, similar to normal NLP techniques. However, most of such code elements are very common throughout code and so should not be sparse and therefore fairly easy to learn.

The new learning model is generalized in Figure 6.4. Essentially, after pre-processing all code to be used for learning and the dataset for the learning task is formatted, a vocabulary and initial embeddings are constructed. For each code element that has no explicit declaration or definition, the code element is embedding normally using the vocabulary. For each defined or declared code element, an embedding is produced for it on-the-fly using its declaration or definition. The intended learning task is then performed on the newly embedded code as would normally be done, producing a prediction for the learning task.

### Variable Model

The Variable Model, Figure 6.5, (used for both field variables and local variables) is fairly straightforward. To embed the name of a variable, its expression and modifiers are collected. The expres-
Figure 6.4: Learning Model

Expression is treated as a sequence of code element tokens and sent through an RNN whose final output will be used as the embedding of the expression. This expression embedding is then merged with the modifiers (type, access, final, static, etc.) using an FFNN to produce a final vector that is used as the embedding of that variable.
Method Model

Similar to the Variable Model, the Method Model (Figure 6.5 embeds a method name by collecting its method body and modifiers. The method body is treated as a sequence of code element tokens and sent through an RNN. The output of the RNN is merged with the modifiers (return type, access, final, static, etc.) using an FFNN to produce an embedding vector for that method.
Class Model

The Class Model, Figure 6.7, is a bit more sophisticated as it contains a variable number of members: inner classes, methods, and field variables. Further, what each type of member (inner class, method, and field variable) adds to the overall meaning of the classes differs. So each type of member and the modifiers are collected. Since there is variable numbers of members, for each type of member, the members are sent through a small FFNN. The output of all the members of a type are then summed together and then a final small FFNN combines the three separate types. This is very similar to an RNN, but without a transformation from hidden layer to hidden layer between each timestep, as the members of a class are not in sequence. This final vector is then merged with the class’s modifiers using another FFNN and produces the final embedding for the class.
The normal approach to learning vector representations is to perform a classification learning task, by either predicting the index number (or “class”) of a word in the vocabulary (such as in N-Gram or Skip-Gram algorithms) or performing predicting if a pair of words is contextually related (such as in Word2Vec) by classifying the pair as “related” or “unrelated”.

However, in the novel learning model approach just described this type of classification will be difficult. Therefore we will use a different pre-training learning task. First, initialize all word embeddings to random values. Then, for all code elements that have a declaration or definition, produce an embedding directly using the appropriate model. Then derive a loss based on the distance (e.g., Mean Squared Error) between the embedding produced by the model and the currently assigned embedding (that was initialized randomly) in the vocabulary. This loss will be used during propagation to modify and learn the model weights as well as the embeddings.

Figure 6.8 plots embeddings pre-trained from the novel learning model approach. As can be seen, we have achieved far superior clustering of code elements, implying that we have produced
**Figure 6.8**: Vector Representations for the 45 Most JDK8 Code Elements

high quality vector representations.
CHAPTER 7: AUTOMATION OF SOFTWARE PRIVACY ANALYSIS

7.1 DICTA: Dynamic-Analysis-Induced Information-Type Classification of Call Traces in Android Apps

Mobile applications are widely used and often process highly sensitive data, such as a user’s location, calendar data and other personal data. To assess how private data has been processed, many static and dynamic analyses tools are applied to detect information flows. To use those tools, we need to manually provide a list of sources of sensitive data and sinks where that data may leak, undesirably. To help us collect these lists, tools have been developed for automatically identifying the sensitive sources and sinks in the Android API. However, a user’s sensitive data can be collected through various ways beyond the Android API, such as back-end servers or third-party services. We thus propose a deep-learning-based approach for identifying sources from the app code.

We trained the model using the stack trace collected via run-time testing on training apps and evaluated the trained model on the static call traces from new testing apps. The evaluation result shows that our approach identifies 81 sensitive call traces from testing apps and 22 of them can be validated via run-time testing.

As regulations [2,18,59] on user privacy increase in number and enforcement, app producers need to comply by accounting for how they process sensitive information and accurately describing their practices in privacy policies. There has been significant research toward this goal. Existing approaches [63,66] mainly focus on platform information extracted from the mobile phone with Android system APIs. These approaches first identify a list of Android API methods which return sensitive information (e.g., `Android.telephony.TelephonyManager.getDeviceID()` returns the device ID of the phone), and then use static and dynamic analysis [7] to find out how the information flows in the app. More recent work [?56,76] further accounts for user input data, thus tracking the execution of GUI API methods (e.g., `android.widget.EditText.getText()`) as potentially sensitive information sources. This includes classifying the data types by analyzing the GUI hierarchy [65].
and labels associated with the method invocations.

However, these approaches still have two major limitations in locating all sensitive information processing in Android apps. First, Android API and user input do not cover all possible sources of sensitive information. An app may acquire data from back-end servers (e.g., user profiles which were collected using web portals or hand-written registration forms), and then share this data with other entities through the app. An app may also fetch data from third-party (e.g., Facebook profiles) services. Second, both dynamic analysis and static analysis are unsound in practice. Dynamic analysis only covers information flows observed at run time, and thus is limited by test coverage. While static analysis is theoretically sound, it is far from sound in practice due to dynamic code features (reflection, dynamically loaded code), external data flows (through database system, file systems and network), code heterogeneity (native code, multi-language code), and flaws in the static analysis design and implementation, such as modeling complex data structures. In our analysis, 20% of dynamically detected sensitive data are detected by static analysis, and only 21% of statically detected sensitive data are covered by dynamic analysis, thus illustrating the limitation of both approaches. Consequently, sensitive data flowing inside Android apps can be missed by existing approaches.

To better trace sensitive information in Android apps and supplement existing approaches, we propose a novel approach that uses deep learning to identify call traces that extract sensitive data from application data structures, and classify these call traces by the information types of the extracted data. Identified sensitive call traces can be further used as sources for static and dynamic taint analyses.

Most sensitive data is stored in memory as string variables. Although they are sometimes organized as fields into objects, there is often a public or private method defined in the object’s class to fetch the value. Therefore, we can monitor all the return values of String type to identify sensitive data at run time. If the return value of a String-type method contains sensitive data of certain type $T$, we label the method as extracting sensitive data, and label its data type as $T$. Based on this intuition, we are able to construct a large, labeled training data set by automatically
exploring many Android apps and monitoring return values of String-type methods.

Data types of String-type methods can be determined only with their calling context. For example, given the stack trace in Figure 7.1, it is impossible to determine the data type of the PreferenceHelper.getString(...) method at the lowest level. This method is used across multiple contexts returning either sensitive or insensitive data. Together with the calling context (UserAuthHelper.getEmail(...) and LoginHandler.signInSuccess(...)), we can infer that the whole call trace fetches an email address. Based on this intuition, instead of labeling a single method, we label the information type of a call trace within a specified length. In our preliminary study, we found that, within six levels of calling contexts, more than 90% of observed call traces have determined a data type (i.e., were observed to fetch only one type of data at run time). So we consider call traces within length six in our implementation and evaluation.

In order to classify the stack traces by information type, we constructed a data set of 214,106 stack traces (note that we consider only stack traces whose method on top returns a String) collected at run time during testing of 68 apps (top Android apps). Each stack trace is labeled with the information type of its run time return value. For each information type, we randomly select apps to the training set until the apps in the training set contain 80% of the stack traces, and then we use the remaining apps as testing apps. After that, we use the stack traces of apps in the training set to train a model. The learned model was utilized to classify call traces from the static call graphs of the testing apps to evaluate the effectiveness of the trained model. Similar to the labeling of

Figure 7.1: Example Stack Trace

```java
xxx@gmail.com
at com.tubitv.helpers.PreferenceHelper.getString(PreferenceHelper.java:2)
at com.tubitv.helpers.PreferenceHelper.getString(PreferenceHelper.java:3)
at com.tubitv.helpers.UserAuthHelper.getEmail(UserAuthHelper.java:1)
at com.tubitv.helpers.ZendeskHelper.setIdentity(ZendeskHelper.java:2)
at com.tubitv.helpers.LoginHandler.signInSuccess(LoginHandler.kt:10)
at com.tubitv.activities.SignInActivity.onSignInComplete(SignInActivity.java:6)
```
training data, we thoroughly tested the testing apps and label a call trace based on the information type of its return value.

**Dataset**

Due to the testing coverage limitation about dynamic analysis, the goal of this approach is to identify sensitive call traces which can not be observed during run time. DICTA utilizes the ground truth collected by dynamic analysis to train a model. For a given unclassified call trace extracted from a call graph, DICTA will decide whether it is a sensitive trace or not. In this section, we explain the details of DICTA. Similar to standard natural language processing techniques, there are three main components to our model design. The first component describes data collection and selection for training, validation, and testing sets; the second component explains the conversion of call traces into a format that can be processed and learned from by a machine learning model; and the final component details the machine learning task and model for information-type classification.

In order to collect the stack traces, we perform value-based dynamic taint analysis, which includes the following steps:

- **Building a user profile.** Value-based analysis requires uncommon tainted values as sources. Specifically, we use the values in the user profile of an Android device as the tainted values. The profile includes different platform IDs (e.g., device ID, serial number, Android ID, advertising ID), and a synchronized Google account (e.g., user name, full name, user email). The list of values in the user profile are presented in Table 7.1.

- **Instrumenting on apps.** We use Apktool \[80\] to decompile an APK file into smali code. In order to catch the return value of String-type methods during runtime, we instrumented all String-type methods in the smali code by adding a call to the Android logger to report the invocation at the beginning of the method implementation. This allows us to use the Android system log to analyze method return values set at runtime.
Run-time testing on app. After inserting the code, we rebuilt the smali code back into APK format for testing. We used the Android Debug Bridge (adb) to automatically install the rebuilt apps onto our test device and ran the apps while executing Monkey [21] to perform the testing. For each app, we automatically installed, executed, tested, uninstalled and saved the system log into the local file system for later inspection. During testing, some apps requiring registration and login to show the app’s start page, so we manually created accounts for those apps using the predefined user profile to complete the login process. DICTA is then able to identify sensitive traces by searching for the values in the profile.

Utilizing the Androguard framework [20], we disassemble apps and extracted their function call graphs. Each extracted call graph is a directed graph, which contains a list of nodes that represent each of app’s functions and edges indicating each invocation from caller to callee. In order to collect the call traces, we first collect the String-type methods. Then, for each collected function, we traverse the call graph starting with the corresponding function node and traverse backward 6 steps towards the root (i.e., the program entry point) for each possible branch. By doing so, we are able to extract a list of call traces for each String-type method.

### 7.1.1 Learning Model for Stack Trace Prediction

#### Learning Models

Call traces are a list of fully qualified method names denoting the order the methods were called and executed in. These method names are usually composed of words from natural language
(e.g., `android.location.Location.getLatitude()` is the method `getLatitude()` in the class `Location` in the package `android.location`). Since machine learning models are not usually able to process words directly, we must first convert those fully qualified method names to some numeric form by extracting and constructing representative features for them. For this model we have chosen the bag of words (BOW) approach, which identifies the individual words (or segments) that the fully qualified method name is composed of as features. These words are used to construct a vocabulary that can be used to create a vector representing which words compose the fully qualified method name.

In order to implement BOW, we created a vocabulary list of all known words used in the fully qualified method names of the call traces (e.g., `android.location.Location.getLatitude()`). We began by removing parameters from the end of the method name (e.g., `android.location.Location.getLatitude()`) and then splitting each fully qualified method name on the dot operator (.) and separating the package name, class name, and method name (e.g., `android.location.Location.getLatitude()`) would become package name: `[android,location]`, class name: `[Location]`, and method name: `[getLatitude]`). Then, each part of the name was split on the punctuation allowed in android names (i.e., _ and $) and was further split into smaller words using a regular expression for the camel case naming convention very common in android code (e.g., package name: `[android,location]`, class name: `[Location]`, and method name: `[getLatitude]`) would become package name: `[android,location]`, class name: `[Location]`, and method name: `[get,Latitude]`). These words were then inserted into the vocabulary, each word converted to all lowercase and tagged as coming from the package, class, or method part of the fully qualified name.

The BOW vector representing the fully qualified method name is constructed by instantiating a vector that is the length of the vocabulary. Each index in the vector represents the word at the same index location in the vocabulary list. Each element in the vector is first initialized to zero, and then for each word that composes the fully qualified method name (obtained by the exact same process as when building the vocabulary) the vector element is incremented at the index equal to the index of the word in the vocabulary list. For example, given the vocab-
Figure 7.2: Stack Trace Learning Model

...ulary list: \{java\(\text{package}\), android\(\text{package}\), location\(\text{class}\), com\(\text{package}\), location\(\text{package}\), get\(\text{method}\), set\(\text{method}\), location\(\text{method}\), latitude\(\text{method}\)\}, the BOW vector representation for the method android.location.Location.getLatitude() would be: \([0, 1, 1, 0, 1, 0, 0, 1]\).

The learning task is, given a call trace, classify what type of sensitive (or some non-sensitive) information type is returned by the call trace. The normal approach would be to construct a multi-class learning model that would predict between the different sensitive information type classes plus one class to represent all non-sensitive information types (or all information types not represented by the other defined classes). However, there are two main issues with this approach. The first is that our data set for training the learning model is unbalanced, with very few call traces returning one of the sensitive information type classes and very many call traces returning some...
non-sensitive information type, leaving limited data for training. The second issue is the multi-label problem as a single call trace can return multiple different classes of sensitive information types. In order to help mitigate these issues, we have chosen to break down the learning task into separate binary learning problems. That is, we will create separate learning models, one for each individual sensitive information type, and perform a binary classification task between the sensitive information type class and non-sensitive information type class. Doing so eliminates the multilabel classification problem and will be able to more effectively learn over the limited data set.

We have constructed a recurrent neural network (RNN) model for our learning task. The RNN model was most appropriate as it excels at processing sequences of data, and a call trace is a sequence of method calls.

As shown in Figure 7.2, the input to our call trace learning model is a sequence of vector representations \(X\) derived from a call trace. The method sequence is in the order in which the methods were called during program execution. This sequence of vector representations is given to the learning model as input. The model is composed of a three-layer RNN, with a final softmax prediction for the two classes “Sensitive Information Type” or “Non-Sensitive Information Type”. Cross-entropy is used for our loss function for learning.

After training, the model was run on the call traces in the testing apps. As shown in Table 7.2, while the model achieved over 90% in correctly predicting non-sensitive traces (recall), its performance only correctly predicted 21% sensitive traces (precision). We analyzed the false positives of the model and found that many of the traces were heavily obfuscated and contained many methods with the similar names as those in non-sensitive traces (e.g., `toString`, `toJson`, etc.). This will make it very difficult for a model to learn based solely on the names of methods in the stack traces.

FastText [12, 41] is a popular open-source text representation and text classifier library. It has implementations based on BOW or Skip-gram models. We used the Skip-gram implementation to further compare other types of models. The pre-processing of method names in the stack traces are performed in the same ways as the BOW model. FastText is able to then take the set of word tokens and produce a single embedding (or vector representation) for the entire method. These
embeddings are then input to the model as shown in Figure 7.2.

In order to learn higher quality vector representations for each method in the stack trace, we apply our novel learning approach detailed in Chapter 6. The pre-processing and preparation of code for embedding is performed as described in Section 6.2.1. The RNN model for learning and predicting stack traces is the same as previously described in this chapter, however the model has been extended to include an additional layer of each method in the stack trace being embedded, on-the-fly, based on the method component embedding described in Section 6.2.2.

Results

Table 7.2: Results of applying the different models to the testing set

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW Model</td>
<td>0.9</td>
<td>0.21</td>
<td>0.34</td>
</tr>
<tr>
<td>FastText Model</td>
<td>0.99</td>
<td>0.34</td>
<td>0.51</td>
</tr>
<tr>
<td>Novel Learning Approach</td>
<td>0.76</td>
<td><strong>0.55</strong></td>
<td><strong>0.64</strong></td>
</tr>
</tbody>
</table>

As shown in Table 7.2, while the FastText was able to better predict non-sensitive traces, the novel learning approach was able to predict sensitive traces at over 20% of FastText’s ability and an improved F1 score of over 10%.
CHAPTER 8: EVALUATION

For our evaluation, we will reference the thesis statement:

*Deep learning techniques can be effectively applied to static code analysis by introducing a new semantic learning approach that will be able to overcome the limitations of traditional static analysis and current deep learning techniques by utilizing the equivalence relation between code elements and their declarations and definitions.*

To determine the validity of this statement, we will revisit the previous results obtained throughout this work.

### 8.1 Vector Space Analysis

In Figures 8.1 and 8.2, we see the same code element vector representations plotted in their vector space from Chapter 6. Figure 8.1 used a novel approach to identifying context based on which code elements actually affected its behavior instead of the traditional method of identifying only immediately surrounding code elements. Figure 8.2 used the novel learning approach to produce its vector representations. In both figures, the best clusters have been circled. It would appear obvious that the vector representations from the novel learning approach have much improved clusters over that of the model based on the traditional learning approach.

This improved clustering implies that the model is able to produce high-quality vector representations for code elements. Such vector representations are often necessary in order to gain any degree of success in NLP techniques. We also have some confidence that the data sparsity problem has been effectively mitigated, as each vector representation was produced by only using the single declaration or definition of that code element. It may be argued that many code elements learned this way were seen more than once as part of the declaration or definition of other code elements. This is true, however such quality code element vector representations were achieved using the same number of occurrences as the other techniques that did not perform as well. This indicates that this approach is able to learn more effectively with less code element occurrences. It is also
Figure 8.1: Clustered Vector Representations for the 99 Most Common Apache Shiro Code Elements

Figure 8.2: Clustered Vector Representations for the 45 Most JDK8 Code Elements
worth noting that the data sparsity problem is not fully mitigated. There are code elements that have no declaration or definition (e.g., keywords, syntactic symbols, operators, etc.). These code elements are still subject to the data sparsity problem and can only be learned implicitly during the learning backpropagation of other code elements. However, in Figure 8.2, such code elements have been plotted (e.g., public, private, final, etc.) and still show effective clustering.

As we are able to achieve these quality vector representations, the effectiveness of deep learning should be significantly increased.

8.2 Privacy Compliance Results

Though Chapter 5 does not deal with software code directly and instead only with privacy policies, it is still worth noting that the automation of the ontology maintenance was generally successful. While the Experiment 1 results from Table 5.1 did not perform as well as hoped, Experiment 2 in Table 5.2 performed at the state-of-the-practice of natural language processing deep learning tasks. Further, Experiment 2 encapsulates Experiment 1. Likely, the greater success of Experiment 2 was due to the increased number of hypernymy examples to allow for more learning opportunities. This work shows that there is potential in applying deep learning to NLP static analysis problems for automation and generalization of tasks. Further, though this was specific to normal natural language, and not software code, as discussed earlier software code can be treated as a natural language. While software code has some unique problems, the more success in deep learning on normal natural language problems means greater potential for success in deep learning on code element natural language problems.

In Chapter 7, we compared the results of a BOW model and the novel learning approach. BOW achieved 90% recall (i.e., correct prediction of non-sensitive traces) and 21% precision (i.e., correct prediction of sensitive traces), and the novel learning approach achieved 75% recall and 55% precision on the testing dataset. While the novel learning model did not perform as well on the prediction of non-sensitive traces, it more than doubled the prediction results of sensitive traces. Though the results could be improved, it is worth noting the testing dataset was very unbalanced.
in favor of non-sensitive traces (a few thousand non-sensitive traces to a few dozen sensitive ones).
 Further, there are additional techniques that can be applied to novel learning model to help improve its results. So the results do show promise and potential.

8.3 Discussion

Though no complete model for privacy compliance verification was achieved, the application of deep learning to improve some sub-problems of static analysis was successful. Though there is still much work to be done to replace or drastically assist static analysis as the state-of-the-art for privacy compliance, there is promise in many of the projects and techniques presented.

Based on the results of the projects contained in this work, it can be confidently declared that there is great potential in the application of deep learning to static code analysis. We have shown that the novel learning approach was effective in helping to mitigate some of the limitations of deep learning natural language techniques and some of the unique obstacles of deep learning on software code, and that the automation and generalization of static analysis can be assisted by the application of deep learning techniques.
CHAPTER 9: CONCLUSION

In this work we have discussed the importance of privacy compliance in software analysis. We have seen that static analysis, the state-of-the-art, is capable of performing compliance analysis between privacy policies and software code. However, the analysis suffers from many limitations that affect the ability to automate and generalize the analytical models. We showed that it is possible to overcome such obstacles through the application of deep learning models, especially through the use of natural language processing techniques.

We were able to successfully apply deep learning to privacy policy through the use of current deep learning NLP techniques. However, it was shown that software code had additional problems that such techniques could not easily overcome, such as: more complex syntactic structures, an increase in the number of new code elements encountered during training and testing, and a far more severe data sparsity problem.

By taking advantage of the equivalence relationship between a code element and its declaration or definition, we were able to construct a novel learning approach to mitigate the obstacles of deep learning on software code. By utilizing the novel approach, we were able to produce higher quality vector representations for code elements and an increase in precision and recall for some deep learning prediction tasks.

9.1 Future Work

9.1.1 Defect Detection and Measuring Software Reliability

We plan to expand on the application of this work by applying our models and techniques to defect detection. Based on previous work [26] that describes a new measurement model based on software code defect detection. Since it is based on static analysis, it suffers from many of the same limitations as privacy analysis. We hope to be able to apply our novel learning approach to defect detection to help automate and generalize our reliability measurement model.

The security and vulnerabilities of software systems are essential in making decisions for real-
world problems. Many process-based approaches and models have been developed to mitigate and quantify software vulnerabilities. However, these approaches, while useful, have many limitations. First, the existing models require data from software processes to estimate model parameters, but fine-grained monitoring of software processes is not always possible. Second, these models cannot always handle new or upgraded software components. Third, these models often cannot differentiate between different types of defects. To address these issues, the proposed project will develop a pattern-based vulnerability measurement model, which checks software artifacts for the existence of negative patterns to estimate the risk of software failures and data security, their impact, and determine overall software vulnerability.

The model will quantitatively estimate the vulnerability of software based on negative pattern instances in software artifacts, as well as the importance and the activation probability of the patterns. Recent studies show that software reuse and code clones are prevalent throughout software systems. In addition, software projects are continually becoming more based on existing software frameworks, which have a limited number of usage patterns. Therefore, it is reasonable to assume that most of the design fragments and code portions of a new software product follow existing patterns. Furthermore, the vulnerability of a software application can be predicted by combining effects of all instances of negative bug patterns. The project will yield a learning engine to mine online bug repositories and project hosting websites; a pattern checker to detect the existence and invocation of patterns; and a vulnerability model for the estimation of the vulnerability of a software project based on the detected patterns and their invocation probabilities.

The project will achieve the following major objectives: 1) Quantitatively estimate the vulnerability of a software project based on code patterns; 2) Support to separate estimation of different aspects of software vulnerability, which enables fine-grained prediction to the effect of software failures; 3) Confirm the existence of negative patterns (and thereby confirm the existence and location of access control bugs) using test-coverage-based approach; 4) Evaluate the model on real-world software projects to conduct a feasibility study of the model’s ability to perform software vulnerability estimation.
Learning Engine

The learning engine acts as a repository of known patterns. These patterns will be used to identify bugs in code during pattern detection. To create this initial repository, we first surveyed popular online bug repositories, such as Github, Bugzilla, Common Weakness Enumeration (CWE), Jira, etc. We decided to initially support CWE and Github, as they often have code examples and code fixes linked with their bug reports. Further, they both offer very large, robust data sets of access control patterns and bugs.

CWE is a database that catalogs and categorizes known bugs. Our method crawls bug reports from CWE and categorizes them according to the common keywords in their descriptions and CWE classification categories. We are thus able to extract bug descriptions, code examples, and code solutions.

The goal of bug collection for Github is to identify the most common bugs on Github. We obtain thousands of issues from Github projects by making requests to Github’s REST API v3. For each of these issues we are able to extract bug descriptions, solutions, and sometimes sections of code from before and after an issue was resolved. In our initial implementation we searched the top 1,000 Java-based repositories, and used the most recent 100 closed issues with the label “bug” from each. After we collected the data from CWE and Github, we applied the clone detection tool CCFinder[^1] to detect clones from the set of code commits and identify common buggy code and

[^1]: CWE website URL: https://cwe.mitre.org/
their fixes. Then, for the most popular common code bugs we manually extracted concrete code patterns from them, which were stored to be used in pattern detection and code analysis.

**Pattern Detection**

There is limited literature available on bug pattern detection. Work by Joseph Near and Daniel Jackson [57] describes the tool “SPACE” which is able to detect violations of access control vulnerability patterns. However, this tool requires that a user completely define and map software components and design to the role-based access control model. Not all software systems specifically use role-based access control, though. It can be difficult, or not possible, for systems that use other access control designs to define that system in the role-based model. Further, this approach is based on seven access control patterns, not code-level bug patterns on access control. Other work by Guangtai Liang et al. [43] introduces the tool “PatBugs” which detects temporal bugs in cross-platform mobile applications, focusing on API usage. The scope of this tool is too narrow for our purposes, it’s focus being solely on temporal bug patterns in mobile applications.

After identifying bug patterns, they further needed to be linked to abstract quality aspects to calculate a vulnerability, or risk, measure. Specifically, we consider four major aspects of vulnerability including: (1) **Control Integrity** which measures how likely the software may incorrectly interact with its users; (2) **Data Integrity** which measures how likely the software may provide incorrect output; (3) **Data Confidentiality** which measures how likely the software may release data to entities not authorized to receive it; and (4) **Data Availability** which measures how likely the software may not be able to provide data that should be in storage. Through linking bug code patterns with high-level quality aspects, we are able to estimate the vulnerability, or risk, on different aspects based on detected patterns related to them.

Finally, the detection of a bug pattern is not enough to determine that a bug actually exists, only that a bug possibly exists. We integrate testing techniques in order to test if the section of code identified by the pattern actually produces an error, showing it truly is a bug.
**FindBugs**

To conduct the pattern detection in our framework, we utilized SpotBugs\(^2\), a fork of the static analysis tool FindBugs \(^8\). The tool analyzes Java bytecode and detects the existence of bug patterns.

To study the effectiveness of SpotBugs on detecting bug code patterns, we downloaded the top 1,000 Java GitHub repositories that are under 50MB for a total of 826 repositories. From these repositories, we were able to compile 763 repositories using a program for automatic compilation of various types of Java projects. For each compiled repository, we ran SpotBugs to generate a list of bug types, which detected 217 bug pattern instances.

**Measurement Model**

The model used to calculate a vulnerability score must consider as many different types of bugs (related to access control) as possible, and must cover the abstract quality aspects mentioned previously. We began by considering existing measurement models (e.g., Common Vulnerability Scoring System (CVSS) \(^49\), Common Weakness Scoring System (CWSS) \(^3\), etc.), however these models only calculate a scoring for a single bug and not for an entire system. Further, the amount of possible automation in these models is also very limited and requires manual parameter assignments. Therefore, we created our own measurement model.

The basic idea of our measurement model is to estimate the vulnerability of a software based on the detected instances of code patterns in its code base. For a bug pattern instance, we determine the impact it will have on the software in relation to the identified abstract quality aspects. Further, we determine how likely the instance will be triggered at runtime, which was found from the testing performed previously. The more instances of bug patterns detected and the more likely those instances will be triggered, the higher (or worse) the vulnerability score should be.

At the most abstract level, for multiple detected instances of bug patterns, we use the following

\(^2\)SpotBugs URL: https://spotbugs.github.io/
\(^3\)CWSS URL: https://cwe.mitre.org/cwss/cwss_v1.0.1.html
formula to generate a vulnerability value, normalized to the range $[0, 1]$. Here $Detected$ is the set of bug instances detected in the code using patterns and $Risk(b)$ denotes the risk value of a given bug $b$.

$$Vulnerability = 1 - \frac{R}{R + \sum_{Detected}Risk(b)}$$ \hspace{1cm} (9.1)

$R$ is a constant, which is the average risk sum per software project, which can be estimated using a large number of training software projects. With this formula if there are no bugs in a software project, the vulnerability score will be 0. If the risk sum of all bugs in a project is $R$, the vulnerability score will be 0.5. So vulnerability scores above 0.5 indicate above average vulnerability, and lower than 0.5 indicate below average vulnerability. When the risk sum goes very high, the vulnerability value will be close to 1.

The current, top-level formula for the risk of a bug is:

$$Risk = Impact \times Susceptibility$$ \hspace{1cm} (9.2)

$Impact$ represents how the behavior and data of the software are affected by the bugs present in it. $Susceptibility$ defines how easy or often those bugs are executed.

We divide $Impact$ into four different sub-aspects: Control Integrity, Data Integrity, Data Confidentiality, and Data Availability, which cover our abstract aspects. They are modeled by the equation:

$$Impact = A \times Integrity_{Control} + B \times Integrity_{Data}$$

$$+ C \times Confidentiality_{Data} + D \times Availability_{Data}$$ \hspace{1cm} (9.3)

$A$, $B$, $C$, and $D$, model the relative importance (or weight) of $Integrity_{Control}$, $Integrity_{Data}$, $Confidentiality_{Data}$, and $Availability_{Data}$, respectfully. The weights of different aspects may
be changed according to the actual usage scenarios. It should be noted that, although the formula currently models only negative patterns, positive patterns and mitigations can also be considered in the same way by changing the Impact value in a negative way.

Susceptibility indicates how likely the bug may be triggered during runtime. That is, when a software is executed, a bug that is triggered very often is more of a risk than a bug that is triggered rarely. Susceptibility can be estimated using the results from the integrated testing. The more tests that trigger the bug, the higher the Susceptibility should be.

For our framework, we have created a website\footnote{http://galadriel.cs.utsa.edu:25666/} where a Github repository URL can be entered. If the automatic build script is able to successfully build the repository, it will produce measurement results and bug detection outputs based on our framework. For the final vulnerability calculation, $R$ has been determined based on the average bug occurrences across 717 top Github Java projects.

**Toward the Application of Deep Learning NLP Techniques**

Like most sophisticated vulnerability and reliability measurement frameworks we found, many processes in our framework must be performed manually. Since the magnitude of these manual processes makes such frameworks infeasible for real-world use, we hope to utilize our novel learning approach to mitigate some or all of the manual processes to make our framework practical. So, our learning task for this project will be defined as, given a method’s declaration and definition, predict if the method contains a defect (or bug).

To perform such a task, we will need to modify the current learning model used for stack trace prediction in Chapter\footnote{7}. The current component learning models (i.e., class model, method model, and variable model) will be directly applicable to producing vector representations for code elements in the input method. However, the stack trace prediction component will need to be modified to learn over an entire method body instead of just a stack trace. Such a change should be trivial to implement.
9.1.2 The Novel Learning Approach for Natural Language

We have shown how the novel learning approach can be effectively applied to code. This approach can also be utilized for normal natural language. Each word in natural language has an associated definition, and can be utilized by the novel learning approach in the same way as a declaration or definition of a code element. Other word characteristics (e.g., part of speech) would take the place of code element modifiers. Just as in code, this approach should help mitigate limitations of natural language processing on natural language, such as: the data sparsity problem, encountering new words during testing, etc.
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